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#### Abstract

It is easy to see that if $A \subset \mathbb{Z},|A|=n$, then the minimal value of $|A+A|$ is attained exactly when $A$ is an arithmetic progression. A natural question to ask is what we can say about the structure of $A$ if $|A+A|$ is small. We will use discrete Fourier analysis, graph theoretical methods and techniques from geometry of numbers to obtain results about subsets of integers with small sumset, of which Freiman's theorem is the jewel in the crown.
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## 1 Introduction

We will be mostly concerned about the additive structure of sets. For this reason, it is useful to have the following definitions.

Definition An additive group is an abelian group $Z$ with group operation + . The identity element will be 0 . We can define the multiplication $n x$, whenever $n \in \mathbb{Z}$ and $x \in Z$ in the natural way. For instance, $2 x=x+x,-3 x=-x-x-x$.
Definition If $A, B$ are subsets of an additive group, we define the sum set

$$
A+B=\{a+b: a \in A, b \in B\}
$$

and the difference set

$$
A-B=\{a-b: a \in A, b \in B\}
$$

It is also useful to define $k A$, for $k \in \mathbb{Z}$ as

$$
k A=\left\{a_{1}+\cdots+a_{k}: a_{1}, a_{2}, \ldots, a_{k} \in A\right\}
$$

It is important to make the distinction between the sumset $k A$ and $k \cdot A$ :

$$
k \cdot A=\{k a: a \in A\}
$$

It will be clear from the context with which of the above we work.
Let $A \subset \mathbb{Z}$ a finite set of integers, $|A|=n$. We have the trivial bounds

$$
2 n-1 \leq|A+A| \leq n(n+1) / 2
$$

which can be attained. For the upper bound, take for instance $A=\left\{1,10,10^{2}, \ldots, 10^{n-1}\right\}$. The lower bound is attained if and only if $A$ is an arithmetic progression. If we take a large subset $A^{\prime}$ of an arithmetic progression, we can still obtain that $\left|A^{\prime}+A^{\prime}\right|$ is comparable to $\left|A^{\prime}\right|$ (for example, if $A^{\prime}$ is a subset of at least $n / 2$ elements of $\{1,2, \ldots, n\}$, then $\left.\left|A^{\prime}+A^{\prime}\right| \leq 4\left|A^{\prime}\right|\right)$.
We want to describe the structure of subsets of integers with small sumsets. That is, $|A+A| \leq$ $C|A|$, for some constant $C$. As we've just seen above, subsets of arithmetic progressions satisfy this property. Freiman's deep theorem describes this kind of subsets. Before we state it, we need another definition.

Definition Given $Z$ an additive group and $a_{0}, a_{1}, \ldots, a_{d} \in Z$, we define a generalized arithmetic progression (GAP) a subset $P$ of $Z$ such that

$$
P=\left\{a_{0}+\sum_{j=1}^{d} \lambda_{j} a_{j}: 0 \leq \lambda_{j} \leq m_{j}-1, j=1,2, \ldots, d\right\}
$$

for some $m_{j} \in \mathbb{Z}_{>0}$, for all $1 \leq j \leq d$.
We define $d=\operatorname{dim}(P)$ the dimension of the GAP and $|P|$ the size of it. If $|P|=m_{1} m_{2} \ldots m_{d}$, we say that $P$ is proper.

A first easy remark is that if $P$ is a GAP of dimension $d$, then $P+P$ and $P-P$ are also GAP's of dimension $d$. Moreover, if $P$ is proper, then $|P+P| \leq 2^{d}|P|$.

Theorem 1.1 (Freiman) Let $A \subset \mathbb{Z}$ a finite set of cardinality $n$ and suppose that $|A+A| \leq$ $C|A|$. Then $A$ is a subset of a d-dimensional GAP $P$ such that

$$
\begin{equation*}
d \leq d(C) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
|P| \leq K(C) n \tag{2}
\end{equation*}
$$

where $d(C)$ and $K(C)$ depend only on $C$.
The aim of this report is to describe in full detail how we obtain the bounds

$$
\begin{aligned}
d(C) & \leq \alpha C^{2}(\log C)^{2} \\
K(C) & \leq \alpha \exp \left(C^{2}(\log C)^{2}\right)
\end{aligned}
$$

where $\alpha$ stands for a constant. These are very close to the best bounds currently known.
The method which we will use was first described by Ruzsa [17]. It was greatly improved by Chang [4]. The method relies on results from graph theory, geometry of numbers and of course Fourier analysis. Oversimplifying everything, these are the steps of the proof:

- Under some conditions, we can work in $\mathbb{Z}_{N}$ instead of $\mathbb{Z}$, for a large enough $N$
- If $A \subset \mathbb{Z}_{N}$ has small sumset, then $2 A-2 A$ contains a large Bohr set (these will be properly described at the right time)
- A Bohr set in $\mathbb{Z}_{N}$ contains a large GAP as a subset
- If $2 A-2 A$ contains a large GAP, then $A$ is contained in some other GAP

Of course, in the following pages, everything will be treated carefully and we will obtain some additional important results. We will return to this proof in section 5 , after all the necessary tools have been exposed.
Let ( $G, \cdot$ ) be a group (possibly non-commutative). Similar to the additive notation, for $A, B \subseteq G$ we can define

$$
A B=\{a \cdot b: a \in A, b \in B\}
$$

Freiman's fundamental result described above pioneered the recent development of the rich theory of sets with small doubling constant in a general group $G(|A \cdot A||\leq C| A \mid$, for some $A \subseteq G,|A|$ finite). In 2008, Tao [22] introduced the notion of approximate groups, an important topic of research in the last decade. There are several definitions for an approximate group, however the one below is the most standard.
Definition Let $G$ a group and $A \subseteq G$ a finite subset. Then $A$ is a $K$-approximate subgroup of $G$ if

1. A is symmetric: $A=A^{-1}=\left\{a^{-1}: a \in A\right\}$;
2. There exists a set $X \subseteq G$ of size $K$ such that $A \cdot A \subseteq X \cdot A$.

Note that the second condition in the definition above is similar to $|A \cdot A| \leq K|A|$. Actually, Balog-Szemerédi-Gowers theorem asserts that these two conditions are "roughly" equivalent. The precise statement and proof of the theorem can be found in [20] or [7] and are beyond the scope of this report.

It is worth to mention a result from 2012 of Breuillard, Green and Tao, which gives a structure theorem for $K$-approximate groups [2]. This is just an example of how influential the methods and ideas related to Freiman's theorem turned out to be.

## 2 Discrete Fourier analysis

Fourier analysis is a powerful tool which allows us to find many properties of subsets of finite additive group. The importance of this method is hard to be summarized in a few words. For instance, it led to a proof of Szemerédi's theorem [20] [7] or Green-Tao theorem about arbitrarily long arithmetic progressions of primes [13]. We will only develop the basic theory and adapt it to our needs.

### 2.1 Basic theory

For the rest of this subsection, let $Z$ be a finite additive group. We shall be careful that $Z$ is different from the set $\mathbb{Z}$ of integers and the notations should not be confused, as both will be used throughout the section.

Definition A bilinearform on an additive group $Z$ is a map $(\xi, x) \rightarrow \xi \cdot x$ from $Z \times Z$ to $\mathbb{R} / \mathbb{Z}$ such that it is a homomorphism in each of the variables $\xi$ and $x$ :

$$
\begin{aligned}
\left(\xi_{1}+\xi_{2}\right) \cdot x & =\xi_{1} \cdot x+\xi_{2} \cdot x \\
\xi \cdot\left(x_{1}+x_{2}\right) & =\xi \cdot x_{1}+\xi \cdot \xi_{1}, \xi_{2}, x \in Z \\
& \forall \xi, x_{1}, x_{2} \in Z
\end{aligned}
$$

The form is called non-degenerate if for every non-zero $\xi$, the map $x \rightarrow \xi \cdot x$ is not identically zero, and similarly, for each non-zero $x$, the $\operatorname{map} \xi \rightarrow \xi \cdot x$ is not identically zero.
The form is called it symmetric if $\xi \cdot x=x \cdot \xi$.
It can be easily seen that if 0 is the identity element in $Z$, then $0 \cdot x=x \cdot 0=0$ (we have abused notation, by calling 0 both the element in $[0,1)$ and the identity of $Z)$.
Example 1. If $Z=\mathbb{Z}_{N}$ is a cyclic group, then

$$
\xi \cdot x:=\frac{x \xi(\bmod N)}{N} \in\left\{0, \frac{1}{N}, \ldots, \frac{N-1}{N}\right\}
$$

is a symmetric, non-degenerate bilinear form.
2. If $Z=\mathbb{F}_{\mathrm{p}}^{n}, p$ prime, then

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right) \cdot\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right):=\frac{x_{1} \xi_{1}+x_{2} \xi_{2}+\cdots+x_{n} \xi_{n}(\bmod p)}{p}
$$

is a symmetric, non-degenerate bilinear form.
In practice, we will use only the two bilinear forms from the example above. However, such a map can be defined for every finite group.

Lemma 2.1 Every finite additive group has at least one non-degenerate symmetric bilinear form.

Proof By the structure theorem of the finite abelian groups, we know that every finite additive group is the direct sum of cyclic groups. We have already seen in the previous example that each cyclic group has a symmetric non-degenerate bilinear form. It can be easily seen that if additve groups $Z_{1}$ and $Z_{2}$ have symmetric non-degenerate bilinear forms, then the direct sum $Z_{1} \oplus Z_{2}$ also has a symmetric non-degenerate bilinear form, defined by $\left(\xi_{1}, \xi_{2}\right) \cdot\left(x_{1}, x_{2}\right)=\xi_{1} x_{1}+\xi_{2} x_{2}$. The claim follows.
Let $\mathbb{C}^{Z}$ denote the space of all functions $f: Z \rightarrow \mathbb{C}$. It is really convenient for computational purposes to adopt the following notation:

Definition If $f \in \mathbb{C}^{Z}$, the mean or expectation of $f$ is defined to be the quantity

$$
\mathbb{E}_{Z}(f)=\mathbb{E}_{x \in Z} f(x):=\frac{1}{|Z|} \sum_{x \in Z} f(x)
$$

This notation can be generalized to other finite non-empty domains than $Z$, for instance

$$
\mathbb{E}_{x \in A, y \in B} f(x, y):=\frac{1}{|A||B|} \sum_{x \in A, y \in B} f(x, y)
$$

Definition If $A \subseteq Z$, we define the density or probability of $A$ as

$$
P_{Z}(A)=P_{x \in Z}(x \in A):=\mathbb{E}_{Z}\left(1_{A}\right)=\frac{|A|}{|Z|}
$$

Definition We define the exponential map $e: \mathbb{R} \rightarrow \mathbb{C}$ by $e(\theta):=e^{2 \pi i \theta}$. As this function has period 1 , we can naturally extend this definition to $e: \mathbb{R} \backslash \mathbb{Z} \rightarrow \mathbb{C}$.

For every $\xi \in Z$, we define the associated character $e_{\xi}: Z \rightarrow \mathbb{C}$ by $e_{\xi}(x):=e(\xi \cdot x)$.
Lemma 2.2 (Orthogonality properties) For any $\xi, \xi^{\prime} \in Z$, we have

$$
\mathbb{E}_{x \in Z}\left(e_{\xi}(x) \overline{e_{\xi^{\prime}}(x)}\right)=I\left(\xi=\xi^{\prime}\right)
$$

Proof Since $e(\xi \cdot x) \overline{e\left(\xi^{\prime} \cdot x\right)}=e\left(\left(\xi-\xi^{\prime}\right) \cdot x\right)$, it will suffice to prove tha claim in the case $\xi^{\prime}=0$. Hence we have to prove

$$
\mathbb{E}_{x \in Z} e(\xi \cdot x)=I(\xi=0)
$$

This is clear when $\xi=0$. Otherwise, because the bilinear map is not degenerate, $\exists h \in Z$ such that $e(\xi \cdot h) \neq 1$. Then, by shifting by $h$, we have

$$
\mathbb{E}_{x \in Z} e(\xi \cdot x)=\mathbb{E}_{x \in Z} e(\xi \cdot(x+h))=e(\xi \cdot h) \mathbb{E}_{x \in Z} e(\xi \cdot x)
$$

and therefore $\mathbb{E}_{x \in Z} e(\xi \cdot x)=0$.
We now look at the space of functions $f: Z \rightarrow \mathbb{C}$ (we note it by $\mathbb{C}^{Z}$ ). This is a Hilbert space over $\mathbb{C}$ of dimension $|Z|$ with respect to the inner product

$$
\begin{equation*}
\langle f, g\rangle:=\mathbb{E}_{Z} f(x) \overline{g(x)} \tag{3}
\end{equation*}
$$

and $\left\{e_{\xi} \mid \xi \in Z\right\}$ forms an orthonormal basis. This naturally leads to the following definition of the Fourier transform:
Definition If $f \in \mathbb{C}^{Z}$, the Fourier transform $\hat{f} \in \mathbb{C}^{Z}$ is defined by

$$
\begin{equation*}
\hat{f}(\xi):=\left\langle f, e_{\xi}\right\rangle=\mathbb{E}_{x \in Z}(f(x) \overline{e(\xi \cdot x)}) \tag{4}
\end{equation*}
$$

Since $\left\{e_{\xi} \mid \xi \in Z\right\}$ is an orthonormal basis, the following standard results can be easily derived:

- Parseval identity

$$
\begin{equation*}
\mathbb{E}_{Z}|f|^{2}=\sum_{\xi \in Z}|\hat{f}(\xi)|^{2} \tag{5}
\end{equation*}
$$

- Plancherel identity

$$
\begin{equation*}
\langle f, g\rangle=\sum_{\xi \in Z} \hat{f}(\xi) \overline{\hat{g}(\xi)} \tag{6}
\end{equation*}
$$

- Fourier inversion formula

$$
\begin{equation*}
f(x)=\sum_{\xi \in Z} \hat{f}(\xi) e_{\xi}(x) \tag{7}
\end{equation*}
$$

With this identities, we will derive some easy results.
First, using the inversion formula and orthogonality property 2.2 , we see that

$$
\hat{e}_{\xi}(x)=I(\xi=x)
$$

Often it is important to know information about the zero frequency $\xi=0$ :

$$
\hat{f}(0)=\langle f, 1\rangle=\mathbb{E}_{Z}(f)
$$

Therefore the zero Fourier coefficient is the same concept as the expectation.
We now introduce the concept of convolution, which is essential in the study of sum sets.
Definition If $f, g \in \mathbb{C}^{Z}$, we define the convolution $f * g$ to be

$$
f * g(x)=\mathbb{E}_{y \in Z} f(x-y) g(y)=\mathbb{E}_{y \in Z} f(y) g(x-y)
$$

The relevance of the convolution lies in the identity

$$
\begin{equation*}
\widehat{f * g}=\hat{f} \cdot \hat{g} \tag{8}
\end{equation*}
$$

## Proof

$$
\begin{aligned}
\widehat{f * g}(\xi) & =\mathbb{E}_{x \in Z}\left(\mathbb{E}_{y \in Z} f(x-y) g(y)\right) \overline{e(\xi \cdot x)} \\
& =\mathbb{E}_{x \in Z} f(x-y) \overline{e(\xi \cdot(x-y))} \mathbb{E}_{y \in Z} f(y) \overline{e(\xi \cdot y)} \\
& =\mathbb{E}_{x \in Z} f(x) \overline{e(\xi \cdot x)} \mathbb{E}_{y \in Z} f(y) \overline{e(\xi \cdot y)} \quad \text { (just by shifting) } \\
& =\hat{f}(\xi) \hat{g}(\xi)
\end{aligned}
$$

If we apply (8) for $\xi=0$, we get

$$
\mathbb{E}_{Z}(f * g)=\left(\mathbb{E}_{Z} f\right)\left(\mathbb{E}_{Z} g\right)
$$

In particular, if $f$ or $g$ has mean 0 , then so does $f * g$.
Definition We define the support of $f \operatorname{supp}(f)$ to be

$$
\operatorname{supp}(f)=\{x \in Z: f(x) \neq 0\}
$$

We identify a set $A \subseteq Z$ by its characteristic function $A: Z \rightarrow\{0,1\}$ (again, a slight abuse of notation, $A$ can refer to the set itself or the characteristic function, it should be clear from the context). Characteristic functions are really important in the theory of sum sets. We have the easy fundamental identity

$$
A+B=\operatorname{supp}(A * B)
$$

(the LHS is the sum of the sets, the RHS is the support of the convolution of the characteristic functions).

Definition If $f \in \mathbb{C}^{Z}$ and $0<p<\infty$, we define $L^{p}(Z)$ norm of $f$ to be

$$
\|f\|_{L^{p}(Z)}:=\left(\mathbb{E}_{Z}|f|^{p}\right)^{1 / p}=\left(\mathbb{E}_{x \in Z}|f(x)|^{p}\right)^{1 / p}
$$

Similarly, we define

$$
\|f\|_{l^{p}(Z)}:=\left(\sum_{\xi \in Z}|f(\xi)|^{p}\right)^{1 / p}
$$

We also define

$$
\|f\|_{L^{\infty}(Z)}=\|f\|_{l^{\infty}(Z)}=\sup _{x \in Z}|f(x)|
$$

Definition If $A, B$ are subsets of an additive group, we define the additive energy $E(A, B)$ as

$$
E(A, B):=\left|\left\{\left(a, a^{\prime}, b, b^{\prime}\right) \in A \times A \times B \times B: a+b=a^{\prime}+b^{\prime}\right\}\right|
$$

For the purpose of additive combinatorics, the Fourier transform is most useful when applied to characteristic functions of sets. We begin by a relation linking additive energy to the Fourier analysis.

$$
\begin{align*}
E(A, B) & =\sum_{x \in Z} \sum_{y \in Z}|A(x-y) B(y)|^{2} \\
& =|Z|^{2} \sum_{x \in Z}(A * B(x))^{2} \\
& =|Z|^{3} \mathbb{E}_{Z}|A * B|^{2}=|Z|^{3}\|A * B\|_{L^{2}(Z)}^{2} \\
& =|Z|^{3} \sum_{\xi \in Z}|\hat{A}(\xi)|^{2}|\hat{B}(\xi)|^{2} \quad \text { (by Plancherel's identity) } \tag{9}
\end{align*}
$$

The following lemma consists of identities of the characteristic functions.
Lemma 2.3 Let $A \subseteq Z$. Then we have the identities:

$$
\begin{align*}
\|\hat{A}\|_{l^{\infty}(Z)} & =\sup _{\xi \in Z}|\hat{A}(\xi)|=\hat{A}(0)=P_{Z}(A)  \tag{10}\\
\|\hat{A}\|_{l^{2}(Z)}^{2} & =\sum_{\xi \in Z}|\hat{A}(\xi)|^{2}=P_{Z}(A)  \tag{11}\\
\hat{A}(\xi) & =\hat{A(-\xi)}  \tag{12}\\
\|\hat{A}\|_{l^{4}(Z)}^{4} & =\sum_{\xi \in Z}|\hat{A}(\xi)|^{4}=\frac{E(A, A)}{|Z|^{3}} \tag{13}
\end{align*}
$$

Proof For (10),

$$
\begin{aligned}
\|\hat{A}\|_{l^{\infty}(Z)}=\sup _{\xi \in Z}|\hat{A}(\xi)| & =\sup _{\xi \in Z}\left|\mathbb{E}_{x \in Z} A(x) \overline{e(\xi \cdot x)}\right| \\
& =\sup _{\xi \in Z}\left|\mathbb{E}_{x \in A} \overline{e(\xi \cdot x)}\right| \\
& =\frac{|A|}{|Z|}=P_{Z}(A) \quad(\text { as } e(0)=1)
\end{aligned}
$$

For (11),

$$
\begin{aligned}
\|\hat{A}\|_{l^{2}(Z)}^{2} & =\sum_{\xi \in Z}|\hat{A}(\xi)|^{2} \\
& =\mathbb{E}_{x \in Z}|A(x)|^{2} \quad(\text { by Parseval identity }) \\
& =\frac{|A|}{|Z|}=P_{Z}(A)
\end{aligned}
$$

For (12),

$$
\begin{aligned}
\overline{\hat{A}(-\xi)} & =\mathbb{E}_{x \in Z} A(x) e(-\xi \cdot x) \\
& =\mathbb{E}_{x \in Z} A(x) \overline{e(\xi \cdot x)} \\
& =\hat{A}(\xi)
\end{aligned}
$$

(13) is just an easy consequence of (9).

We will prove later that the set $2 A-2 A$ has some useful properties. For these reason, we will prove the following identity here:

$$
\begin{equation*}
A *(-A) * A *(-A)(x)=\sum_{\xi \in Z}|\hat{A}(\xi)|^{4} e(\xi \cdot x) \tag{14}
\end{equation*}
$$

## Proof

$$
\begin{aligned}
A *(-A) * A *(-A)(x) & =\sum_{\xi \in Z} \mathcal{F}(A *(-A) * A *(-A))(\xi) e(\xi \cdot x) \quad \text { (by Fourier inversion formula) } \\
& =\sum_{\xi \in Z} \hat{A}(\xi) \hat{A}(-\xi) \hat{A}(\xi) \hat{A}(-\xi) e(\xi \cdot x) \quad \text { by } \\
& =\sum_{\xi \in Z} \hat{A}(\xi) \overline{\hat{A}(\xi)} \hat{A}(\xi) \overline{\hat{A}(\xi)} e(\xi \cdot x) \quad \text { by }(12) \\
& =\sum_{\xi \in Z}|\hat{A}(\xi)|^{4} e(\xi \cdot x)
\end{aligned}
$$

### 2.2 Bohr sets

In many applications in additive combinatorics, one starts with a subset $A \subseteq Z$ with some properties and derives some conclusions about the Fourier transform $\hat{A}$. For this purpose, Bohr sets turn out to be very useful. These are in some sense highly structured subsets of $Z$.

Definition Let $S \subseteq Z$ and $\rho>0$. We define the Bohr set $B(S, \rho)$ as

$$
B(S, \rho):=\left\{x \in Z: \sup _{x \in Z}\|\xi \cdot x\|<\rho\right\}
$$

where $\|x\|$ denotes the distance from the closest integer (in our case 0 or 1 ).
$S$ is called the frequency of the Bohr set and $\rho$ the radius. The quantity $|S|$ is called the rank of the Bohr set.

From now on we will work only with the additive group $Z=\mathbb{Z}_{N}$, where $N$ an integer, $N \geq 2$. We will use the bilinear form

$$
\xi \cdot x=\frac{\xi x}{N}
$$

So, for instance, the Bohr set $B(S, \rho)$ for $S \subseteq \mathbb{Z}_{N}$ is

$$
B(S, \rho):=\left\{x \in Z: \sup _{x \in Z}\left\|\frac{\xi x}{N}\right\|<\rho\right\}
$$

Set $\omega=e^{\frac{2 \pi i}{N}}$. Therefore we have

$$
e(\xi \cdot x)=\omega^{\xi x}
$$

In order to make the notation easier, sometimes the sum notation will be simplified:

$$
\sum_{x} f(x):=\sum_{x \in \mathbb{Z}_{N}} f(x)
$$

The following similar 2 lemmas relate to the idea that the "large spectrum" of a set is in some sense well structured. As a motivation for the statements of these 2 lemmas, we will see later that the structure of $2 A-2 A$ is closely linked to the structure of $A$.

Lemma 2.4 (Bogolyubov) Let $A \subseteq \mathbb{Z}_{N}$ with $|A|=\delta N$. Then $2 A-2 A$ contains a Bohr set $B\left(K, \frac{1}{4}\right)$ of rank $k \leq 1 / \delta^{2}$.

## Proof Let

$$
K=\left\{r \in \mathbb{Z}_{N}:|\hat{A}(r)| \geq \frac{\lambda|A|}{N}\right\}
$$

the set of large Fourier coefficients, where $0<\lambda<1$ to be chosen later. Of course $0 \in K$, as it can be seen in (10).

Let $b \in B\left(K, \frac{1}{4}\right)$. We want to show that $b \in 2 A-2 A$. As

$$
\operatorname{supp}(A *(-A) * A *(-A)) \subseteq 2 A-2 A
$$

and using (14), it is enough to prove that

$$
\left.\left|\sum_{\xi}\right| \hat{A}(\xi)\right|^{4} \omega^{b \xi} \mid>0
$$

But

$$
\sum_{\xi}|\hat{A}(\xi)|^{4} \omega^{b \xi}=(A *(-A) * A *(-A))(b) \in \mathbb{R}
$$

so

$$
\sum_{\xi}|\hat{A}(\xi)|^{4} \omega^{b \xi}=\Re\left(\sum_{\xi}|\hat{A}(\xi)|^{4} \omega^{b \xi}\right)=\sum_{\xi}|\hat{A}(\xi)|^{4} \cos \left(\frac{2 \pi b \xi}{N}\right)
$$

- $\xi=0$

$$
|\hat{A}(0)|^{4}=\delta^{4} \quad \text { by }(10)
$$

- $\xi \in K \backslash\{0\}$

As $b \in B\left(K, \frac{1}{4}\right)$, then $\left\|\frac{b \xi}{N}\right\|<\frac{1}{4}$, for all $\xi \in K \backslash\{0\}$. It follows that

$$
\cos \left(\frac{2 \pi b \xi}{N}\right)>\cos \left(\frac{\pi}{2}\right)=0
$$

Therefore,

$$
\sum_{\xi \in K \backslash\{0\}}|\hat{A}(\xi)|^{4} \cos \left(\frac{2 \pi b \xi}{N}\right)
$$

is positive.

- $\xi \notin K$

$$
\begin{aligned}
\left.\left.\left|\sum_{\xi \notin K}\right| \hat{A}(\xi)\right|^{4} \cos \left(\frac{2 \pi b \xi}{N}\right) \right\rvert\, & \leq\left.\left|\sum_{\xi \notin K}\right| \hat{A}(\xi)\right|^{4} \mid \\
& \left.\leq\left.\left(\frac{\lambda|A|}{N}\right)^{2}\left|\sum_{\xi \notin K}\right| \hat{A}(\xi)\right|^{2} \right\rvert\, \\
& \left.\leq\left.\frac{\lambda^{2}|A|^{2}}{N^{2}}\left|\sum_{\xi}\right| \hat{A}(\xi)\right|^{2} \right\rvert\, \\
& =\frac{\lambda^{2}|A|^{2}}{N^{2}} \frac{|A|}{N}=\lambda^{2} \delta^{3} \quad \text { by (11) }
\end{aligned}
$$

Choose $\lambda^{2}=\delta$, then we get

$$
\left.\sum_{\xi}|\hat{A}(\xi)|^{4} \cos \left(\frac{2 \pi b \xi}{N}\right) \geq \delta^{4}+\sum_{\xi \in K \backslash\{0\}}|\hat{A}(\xi)|^{4} \cos \left(\frac{2 \pi b \xi}{N}\right)-\left.\left|\sum_{\xi \notin K}\right| \hat{A}(\xi)\right|^{4} \cos \left(\frac{2 \pi b \xi}{N}\right) \right\rvert\,>0
$$

by using the previous 3 observations.
Lemma 2.5 Let $A \subseteq \mathbb{Z}_{N}$ with $|A+A| \leq C|A|$. Let

$$
R=\left\{r \in \mathbb{Z}_{N}:|\hat{A}(r)| \geq \frac{|A|}{2 \sqrt{C} N}\right\}
$$

Then

$$
B\left(R, \frac{1}{20}\right) \subseteq 2 A-2 A
$$

Proof First, note $r_{A}(x)$ the number of pairs $\left(a_{1}, a_{2}\right) \in A^{2}$ with $a_{1}+a_{2}=x$. Then we have

$$
\begin{aligned}
N^{3} \sum_{r}|\hat{A}(r)|^{4} & =E(A, A) \quad \text { by }(13) \\
& =\sum_{x \in A+A} r_{A}(x)^{2} \quad(\text { by definition of additive energy }) \\
& \geq \frac{1}{|A+A|}\left(\sum_{x} r_{A}(x)\right)^{2} \quad(\text { by Cauchy-Schwarz }) \\
& =\frac{|A|^{4}}{|A+A|} \\
& \geq \frac{|A|^{3}}{C}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\sum_{r}|\hat{A}(r)|^{4} \geq \frac{|A|^{3}}{C N^{3}} \tag{15}
\end{equation*}
$$

If $\xi \in R$, we have

$$
\begin{equation*}
\left|1-\omega^{\xi x}\right|=\left|1-e^{2 \pi i \xi x / N}\right|=2\left|\sin \left(\frac{\pi \xi x}{N}\right)\right| \leq 2\left|\sin \left(\frac{\pi}{20}\right)\right|<\frac{2 \pi}{20}<\frac{1}{2} \tag{16}
\end{equation*}
$$

Hence, for any $x \in B\left(R, \frac{1}{20}\right)$,

$$
\begin{aligned}
\left.\left|\sum_{\xi}\right| \hat{A}(\xi)\right|^{4} \omega^{\xi x} \mid & \geq\left.\left|\sum_{\xi}\right| \hat{A}(\xi)\right|^{4}\left|-\left|\sum_{\xi}\right| \hat{A}(\xi)\right|^{4}\left(1-\omega^{\xi x}\right) \mid \\
& \geq\left.\left|\sum_{\xi}\right| \hat{A}(\xi)\right|^{4}\left|-\left|\sum_{\xi \notin R}\right| \hat{A}(\xi)\right|^{4}\left(1-\omega^{\xi x}\right)\left|-\left|\sum_{\xi \in R}\right| \hat{A}(\xi)\right|^{4}\left(1-\omega^{\xi x}\right) \mid \\
& \left.>\left.\frac{1}{2}\left|\sum_{\xi}\right| \hat{A}(\xi)\right|^{4}|-2| \sum_{\xi \notin R}|\hat{A}(\xi)|^{4} \right\rvert\, \quad\left(\text { by }(16) \text { and }\left|1-\omega^{\xi x}\right| \leq 2\right) \\
& \geq \frac{|A|^{3}}{2 C N^{3}}-2 \sup _{\xi \notin R}^{|\hat{A}(\xi)|^{2} \sum_{\xi}|\hat{A}(\xi)|^{2} \quad \text { by (15) }} \\
& \geq \frac{|A|^{3}}{2 C N^{3}}-2 \frac{|A|^{2}}{4 C N^{2}} \frac{|A|}{N}=0 \quad \text { by (11) and hypothesis }
\end{aligned}
$$

Therefore, if $x \in B\left(R, \frac{1}{20}\right)$,

$$
\left.\left|\sum_{\xi}\right| \hat{A}(\xi)\right|^{4} \omega^{\xi x} \mid>0
$$

Hence, by (14) it follows that $x \in \operatorname{supp}(A *(-A) * A *(-A))$, which easily implies that $x \in 2 A-2 A$.

### 2.3 Chang's theorem

The purpose of this chapter is to improve the results obtained in the previous chapters. For this scope, we will work with dissociated sets, which are highly structured subsets of an abelian group. We will also introduce the cosine polynomials and prove some properties of those.
Definition A subset $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right\}$ of an additive group is called dissociated if the only solution to

$$
\sum_{j=1}^{k} \epsilon_{j} \lambda_{j}=0
$$

with $\epsilon_{j} \in\{-1,0,1\}$ is the trivial one $\epsilon_{j}=0$, for all $1 \leq j \leq k$.
Definition If $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right\} \subseteq \mathbb{Z}_{N}$ is a dissociated set of an additive group, we denote by $\bar{\Lambda}$ the set of all elements of the form $\sum_{j=1}^{k} \epsilon_{j} \lambda_{j}$, where $\epsilon_{j} \in\{-1,0,1\}$, for all $1 \leq j \leq k$. $\bar{\Lambda}$ is called the cube spanned by $\Lambda$ and is said to have dimension $k$.
Let $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right\} \subseteq \mathbb{Z}_{N}$ a dissociated set. We consider cosine polynomials of the form $f: \mathbb{Z}_{N} \rightarrow \mathbb{R}$

$$
\begin{equation*}
f(x)=\sum_{j=1}^{k} c_{j} \cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right) \tag{17}
\end{equation*}
$$

where $\beta_{j}, c_{j} \in \mathbb{R}$.
Lemma 2.6 Let $f$ a cosine polynomial of the type (17). Then

$$
\sum_{x} f(x)^{2}=\sum_{j=1}^{k} c_{j}^{2}
$$

Proof First, we can observe that we can write

$$
\begin{aligned}
\cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right) & =\cos \left(\frac{2 \pi \lambda_{j} x}{N}\right) \cos \left(\beta_{j}\right)-\sin \left(\frac{2 \pi \lambda_{j} x}{N}\right) \sin \left(\beta_{j}\right) \\
& =\frac{1}{2}\left(e\left(\frac{\lambda_{j} x}{N}\right)+e\left(-\frac{\lambda_{j} x}{N}\right)\right) \cos \left(\beta_{j}\right)+\frac{1}{2 i}\left(e\left(\frac{\lambda_{j} x}{N}\right)-e\left(-\frac{\lambda_{j} x}{N}\right)\right) \sin \left(\beta_{j}\right) \\
& =\frac{1}{2} e\left(\frac{\lambda_{j} x}{N}\right)\left(\cos \left(\beta_{j}\right)-i \sin \left(\beta_{j}\right)\right)+\frac{1}{2} e\left(-\frac{\lambda_{j} x}{N}\right)\left(\cos \left(\beta_{j}\right)+i \sin \left(\beta_{j}\right)\right) \\
& =\gamma_{j} e\left(\frac{\lambda_{j} x}{N}\right)+\overline{\gamma_{j}} e\left(-\frac{\lambda_{j} x}{N}\right)
\end{aligned}
$$

where $\left|\gamma_{j}\right|=1 / 2$.
Now, we see that if $i \neq j$, then

$$
\begin{aligned}
& \sum_{x} \cos \left(\frac{2 \pi \lambda_{i} x}{N}+\beta_{i}\right) \cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right) \\
& =\sum_{x}\left(\gamma_{i} e\left(\frac{\lambda_{i} x}{N}\right)+\overline{\gamma_{i}} e\left(-\frac{\lambda_{i} x}{N}\right)\right)\left(\gamma_{j} e\left(\frac{\lambda_{j} x}{N}\right)+\overline{\gamma_{j}} e\left(-\frac{\lambda_{j} x}{N}\right)\right) \\
& =\sum_{x}\left(\gamma_{i} \gamma_{j} e\left(\frac{\left(\lambda_{i}+\lambda_{j}\right) x}{N}\right)+\gamma_{i} \overline{\gamma_{j}} e\left(\frac{\left(\lambda_{i}-\lambda_{j}\right) x}{N}\right)+\overline{\gamma_{i}} \gamma_{j} e\left(\frac{\left(-\lambda_{i}+\lambda_{j}\right) x}{N}\right)+\overline{\gamma_{i} \gamma_{j}} e\left(\frac{-\left(\lambda_{i}+\lambda_{j}\right) x}{N}\right)\right) \\
& =0
\end{aligned}
$$

as both $\lambda_{i}+\lambda_{j} \neq 0$ and $\lambda_{i}-\lambda_{j} \neq 0$ by the dissociativity. Therefore:

$$
\begin{aligned}
\sum_{x} f(x)^{2} & =\sum_{x}\left(\sum_{i=1}^{k} \sum_{j=1}^{k} c_{i} c_{j} \cos \left(\frac{2 \pi \lambda_{i} x}{N}+\beta_{i}\right) \cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right)\right) \\
& =\sum_{i=1}^{k} \sum_{j=1}^{k} c_{i} c_{j}\left(\sum_{x} \cos \left(\frac{2 \pi \lambda_{i} x}{N}+\beta_{i}\right) \cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right)\right) \\
& =\sum_{j=1}^{k} c_{j}^{2} \sum_{x} \cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right)^{2} \\
& =\sum_{j=1}^{k} c_{j}^{2} \sum_{x}\left(\gamma_{j}^{2} e\left(\frac{2 \lambda_{j} x}{N}\right)+2 \gamma_{j} \overline{\gamma_{j}}+{\overline{\gamma_{j}}}^{2} e\left(\frac{-2 \lambda_{j} x}{N}\right)\right) \\
& =\sum_{j=1}^{k} 2 N c_{j}^{2}\left|\gamma_{j}\right|^{2} \quad\left(\text { as } \lambda_{j} \neq 0\right) \\
& =\frac{N}{2} \sum_{j=1}^{k} c_{j}^{2} \quad\left(\text { as }\left|\gamma_{j}\right|=1 / 2\right)
\end{aligned}
$$

Lemma 2.7 Let $t \in \mathbb{R}$ and $f$ a cosine polynomial of type (17). Then

$$
N^{-1} \sum_{x} \exp (t f(x)) \leq \exp \left(N^{-1} t^{2} \sum_{x} f(x)^{2}\right)
$$

Proof We first claim that, for any $t \in \mathbb{R}, y \in \mathbb{R},|y| \leq 1$,

$$
\begin{equation*}
e^{t y} \leq \cosh (t)+y \sinh (t) \tag{18}
\end{equation*}
$$

Indeed, the function $F(x)=e^{t x}$ is convex on $[-1,1]$, therefore

$$
F(x) \leq \frac{1-x}{2} F(-1)+\frac{1+x}{2} F(1)
$$

The claim follows easily.
Now, by looking at what we want to prove, we see that

$$
\begin{aligned}
N^{-1} \sum_{x} \exp (t f(x)) & =N^{-1} \sum_{x} \exp \left(\sum_{j=1}^{k} t c_{j} \cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right)\right) \\
& =N^{-1} \sum_{x} \prod_{j=1}^{k} \exp \left(t c_{j} \cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right)\right) \\
& \leq N^{-1} \sum_{x} \prod_{j=1}^{k} \exp \left(\cosh \left(t c_{j}\right)+\sinh \left(t c_{j}\right) \cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right)\right) \quad(\text { by }(18)) \\
& =N^{-1} \sum_{x} \prod_{j=1}^{k}\left(\cosh \left(t c_{j}\right)+\sinh \left(t c_{j}\right) \gamma_{j} e\left(\frac{\lambda_{j} x}{N}\right)+\sinh \left(t c_{j}\right) \overline{\gamma_{j}} e\left(-\frac{\lambda_{j} x}{N}\right)\right)
\end{aligned}
$$

because $\cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right)=\gamma_{j} e\left(\frac{\lambda_{j} x}{N}\right)+\bar{\gamma}_{j} e\left(-\frac{\lambda_{j} x}{N}\right)$, as we've seen in the proof of the previous lemma.

If we expand this product, we get a linear combination of terms of the form

$$
e\left(\frac{2 \pi\left(\epsilon_{1} \lambda_{1}+\epsilon_{2} \lambda_{2}+\ldots \epsilon_{k} \lambda_{k}\right) x}{N}\right)
$$

where each $\epsilon_{j} \in\{-1,0,1\}$, with coefficients depending on $t$.
The dissociativity of $\Lambda$ implies that only when $\epsilon_{1}=\epsilon_{2}=\cdots=\epsilon_{k}=0$, the sum over all $x \in \mathbb{Z}_{N}$ will not vanish. Therefore,

$$
N^{-1} \sum_{x} \exp (t f(x)) \leq N^{-1} \sum_{x} \prod_{j=1}^{k} \cosh \left(t c_{j}\right)=\prod_{j=1}^{k} \cosh \left(t c_{j}\right)
$$

Next, we note that $\cosh (y) \leq e^{y^{2}} / 2$, for all $y \in \mathbb{R}$, a fact which can be easily verified by looking at the power series.

Returning to our problem, we see that

$$
\begin{aligned}
N^{-1} \sum_{x} \exp (t f(x)) & \leq \prod_{j=1}^{k} \cosh \left(t c_{j}\right) \\
& \leq \exp \left(\frac{1}{2} t^{2} \sum_{j=1}^{k} c_{j}^{2}\right) \quad \text { (using the previous remark) } \\
& =\exp \left(N^{-1} t^{2} \sum_{x} f(x)^{2}\right) \quad \text { (by previous lemma) }
\end{aligned}
$$

The following theorem is essential in our approach. The proof will use our results regarding cosine polynomials.

Theorem 2.8 (Chang) Let $A \subseteq \mathbb{Z}_{N}$ such that $|A|=\alpha N$. Let $R=\left\{r \in \mathbb{Z}_{N}:|\hat{A}(r)| \geq \frac{\rho|A|}{N}\right\}$, $\rho \in(0,1)$. Let $\Lambda$ be a dissociated subset of $R$. Then

$$
|\Lambda| \leq 2 \rho^{-2} \log \left(\frac{1}{\alpha}\right)
$$

Proof Let $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right\}$ be a dissociated subset of $R$. Set $\omega=e^{\frac{2 \pi i}{N}}$ and

$$
g(x)=N \sum_{j=1}^{k} \hat{A}\left(\lambda_{j}\right) \omega^{\lambda_{j} x}
$$

and $f(x)=\Re(g(x))$, the real part of $g$. Then

$$
\begin{aligned}
f(x) & =N \sum_{j=1}^{k}\left(\Re\left(\hat{A}\left(\lambda_{j}\right)\right) \cos \left(\frac{2 \pi \lambda_{j} x}{N}\right)-\Im\left(\hat{A}\left(\lambda_{j}\right)\right) \sin \left(\frac{2 \pi \lambda_{j} x}{N}\right)\right) \\
& =\sum_{j=1}^{k} N\left|\hat{A}\left(\lambda_{j}\right)\right| \cos \left(\frac{2 \pi \lambda_{j} x}{N}+\beta_{j}\right) \quad \text { for some } \beta_{j} \in \mathbb{R} .
\end{aligned}
$$

Therefore $f$ is a cosine polynomial. Moreover,

$$
\begin{gathered}
f(x)=\frac{g(x)+\overline{g(x)}}{2} \\
\hat{g}(r)=\frac{1}{N} \sum_{x}\left(N \sum_{j=1}^{k} \hat{A}\left(\lambda_{j}\right) \omega^{\lambda_{j} x}\right) \omega^{-r x} \\
=\sum_{j=1}^{k} \hat{A}\left(\lambda_{j}\right) \sum_{x} \omega^{\left(\lambda_{j}-r\right) x} \\
= \\
=N \sum_{j=1}^{k} \hat{A}\left(\lambda_{j}\right) I\left(\lambda_{j}=r\right) \\
=\left\{\begin{array}{cc}
N \hat{A}(r) & r \in \Lambda \\
0 & \text { otherwise }
\end{array}\right.
\end{gathered}
$$

Similarly,

$$
\begin{aligned}
\hat{\bar{g}}(r) & =\frac{1}{N} \sum_{x}\left(\sum_{j=1}^{k} N \overline{\hat{A}\left(\lambda_{j}\right)} \omega^{-\lambda_{j} x}\right) \omega^{-r x} \\
& =N \sum_{j=1}^{k} \overline{\hat{A}\left(\lambda_{j}\right)} I\left(\lambda_{j}=-r\right)
\end{aligned}
$$

But $\overline{\hat{A}\left(\lambda_{j}\right)}=\hat{A}\left(-\lambda_{j}\right)$ (by (12)). Therefore

$$
\hat{g}(r)=\left\{\begin{array}{cl}
N \hat{A}(r) & r \in-\Lambda \\
0 & \text { otherwise }
\end{array}\right.
$$

By dissociativity of $\Lambda$, it follows that $\Lambda \cap(-\Lambda)=\emptyset$. Therefore,

$$
\hat{f}(r)=\left\{\begin{array}{cl}
\frac{N \hat{A}(r)}{2} & r \in \Lambda \cup(-\Lambda) \\
0 & \text { otherwise }
\end{array}\right.
$$

Hence,

$$
\begin{align*}
\sum_{x} f(x) A(x) & =N \sum_{r \in \Lambda \cup(-\Lambda)} \hat{f}(r) \overline{\hat{A}(r)} \quad \text { (by Plancherel identity) } \\
& =2 \sum_{r}|\hat{f}(r)|^{2} \\
& =\frac{2}{N} \sum_{x}|f(x)|^{2} \tag{19}
\end{align*}
$$

We have

$$
\begin{aligned}
\frac{1}{|A|} \exp \left(\frac{t^{2} \sum_{x} f(x)^{2}}{N}\right) & \geq \frac{1}{N|A|} \sum_{x} \exp (t f(x)) \quad \text { (by previous lemma) } \\
& \geq \frac{1}{N|A|} \sum_{x \in A} \exp (t f(x)) \\
& \geq \frac{1}{N} \exp \left(\frac{t}{|A|} \sum_{x \in A} f(x)\right) \quad \text { (by AM-GM) } \\
& =\frac{1}{N} \exp \left(\frac{t}{|A|} \sum_{x} f(x) A(x)\right) \\
& =\frac{1}{N} \exp \left(\frac{2 t}{N|A|} \sum_{x} f(x)^{2}\right) \quad(\text { by (19)) }
\end{aligned}
$$

Choose $t=|A|^{-1}$, we get

$$
\begin{aligned}
& \frac{1}{|A|} \exp \left(\frac{1}{N|A|^{2}} \sum_{x} f(x)^{2}\right) \geq \frac{1}{N} \exp \left(\frac{2}{N|A|^{2}} \sum_{x} f(x)^{2}\right) \\
& \Longleftrightarrow \frac{1}{\alpha} \geq \exp \left(\frac{1}{N|A|^{2}} \sum_{x} f(x)^{2}\right)
\end{aligned}
$$

Observe that

$$
\begin{aligned}
\sum_{x} f(x)^{2} & =\frac{N}{2} \sum_{j=1}^{k}\left(N\left|\hat{A}\left(\lambda_{j}\right)\right|\right)^{2} \quad(\text { by Lemma 2.6 }) \\
& \geq \frac{N}{2} k \rho^{2}|A|^{2} \quad(\text { by assumption and } \Lambda \subseteq R)
\end{aligned}
$$

Therefore, we have that

$$
\begin{gathered}
\frac{1}{\alpha} \geq \exp \left(\frac{k \rho^{2}}{2}\right) \\
\Longleftrightarrow k \leq 2 \rho^{-2} \log \left(\frac{1}{\alpha}\right)
\end{gathered}
$$

Corollary 2.9 Let $\rho, \alpha \in[0,1], A \subseteq \mathbb{Z}_{N},|A|=\alpha N$ and let $R=\left\{r \in \mathbb{Z}_{N}:|\hat{A}(r)| \geq \frac{\rho|A|}{N}\right\}$. Then $R$ is contained in a "cube" of dimension at most $2 \rho^{-2} \log \left(\frac{1}{\alpha}\right)$.

Proof Let $\Lambda=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right\}$ a maximal dissociated subset of $R$. Then, by Chang's theorem, $k \leq 2 \rho^{-2} \log \left(\frac{1}{\alpha}\right)$. The maximality of $\Lambda$ implies that all $r \in R$ is involved in some equation of the type

$$
\epsilon r+\sum_{j=1}^{k} \epsilon_{i} \lambda_{i}=0
$$

where $\epsilon$ 's are $0, \pm 1$. Thus $R$ is contained in the cube spanned by $\Lambda$.
Theorem 2.10 Let $A \in \mathbb{Z}_{N},|A|=\alpha N$, such that $|A+A| \leq C|A|$. Then there exists a Bohr neighbourhood $B(K, \delta) \subseteq 2 A-2 A$ such that

$$
|K| \leq 8 C \log \left(\frac{1}{\alpha}\right)
$$

and

$$
\delta \geq \frac{1}{160 C \log \left(\frac{1}{\alpha}\right)}
$$

Proof Let

$$
R=\left\{r \in \mathbb{Z}_{N}:|\hat{A}(r)| \geq \frac{|A|}{2 \sqrt{C} N}\right\}
$$

Using 2.5, we know that $B\left(R, \frac{1}{20}\right) \subseteq 2 A-2 A$. Now, using 2.9 , we get that there exists $\Lambda$ such that

$$
R \subseteq \bar{\Lambda}, \quad|\Lambda| \leq 8 C \log \left(\frac{1}{\alpha}\right)
$$

We claim that

$$
\begin{equation*}
B\left(\Lambda, \frac{1}{20 \Lambda}\right) \subseteq B\left(R, \frac{1}{20}\right) \tag{20}
\end{equation*}
$$

It is easy to see that this claim implies the conclusion.
Since $R \subseteq \bar{\Lambda}$, every $r \in R$ can be written as

$$
r=\sum_{j=1}^{|\Lambda|} \epsilon_{j} \lambda_{j}
$$

where $\epsilon_{j} \in\{-1,0,1\}$, for all $1 \leq j \leq|\Lambda|$.
Hence, if $x \in B\left(\Lambda, \frac{1}{20 \Lambda}\right)$, then

$$
\left\|\frac{\lambda_{j} x}{N}\right\| \leq \frac{1}{20|\Lambda|}
$$

so we have

$$
\left\|\frac{r x}{N}\right\|=\left\|\frac{\sum_{j=1}^{|\Lambda|} \epsilon_{j} \lambda_{j} x}{N}\right\| \leq \sum_{j=1}^{|\Lambda|}\left\|\frac{\lambda_{j} x}{N}\right\| \leq \frac{1}{20}
$$

The claim follows.

## 3 Graph theory

Graph theoretical methods play an essential role in the field of additive combinatorics. Just to mention a few important results, there is the Balog-Szemeredi-Gowers theorem or the Szemeredi's regularity lemma, which led to the first proof of the celebrated Szemeredi's theorem. Also, Ramsey theory proved to be extremely useful. However, in this section we are interested in establishing Plünnecke's inequalities, which are the sharpest inequalities currently known for sum sets.

### 3.1 Plünnecke graphs

In order to develop the theory, we need to introduce the definition of Plünnecke graphs.
Definition A layered graph of level $n$ is a directed graph $G=(V(G), E(G))$ whose vertex set may be written as the disjoint union

$$
V(G)=V_{0} \cup V_{1} \cup \cdots \cup V_{n}
$$

and whose edges are of the form $\left(v, v^{\prime}\right)$, where $v \in V_{i}, v^{\prime} \in V_{i+1}$, for some $1 \leq i \leq n-1$.
We will work with some particular layered graphs.
Definition A Plünnecke graph of level $n$ is a layered graph of level $n$ satifying the following 2 additional properties:

1. Forward splitting of paths: Suppose $0 \leq i \leq n-2$ and $u \in V_{i}, v \in V_{i+1}, w_{1}, \ldots, w_{k} \in V_{i+2}$ are such that $(u, v)$ and all of $\left(v, w_{j}\right)$ are edges in the graph. Then there exist distinct $v_{1}, \ldots, v_{k} \in V_{i+1}$ such that all of $\left(u, v_{j}\right)$ and $\left(v_{j}, w_{j}\right)$ are edges in the graph.


Figure 1: Forward splitting of paths
2. Backward splitting of paths: Suppose $0 \leq i \leq n-2$ and $u_{1}, \ldots, u_{k} \in V_{i}, v \in V_{i+1}, w \in V_{i+2}$ are such that all of $\left(u_{j}, v\right)$ and $(v, w)$ are edges in the graph. Then there exist distinct $v_{1}, \ldots, v_{k} \in V_{i+1}$ such that all of $\left(u_{j}, v_{j}\right)$ and $\left(v_{j}, w\right)$ are edges in the graph.


Figure 2: Backward splitting of paths

Remarks 3.1 Let $G$ a Plünnecke graph and $v \in V_{i}$. We denote by $d^{+}(v)$ the indegree of $v$, the number of edges from $V_{i-1}$ to $v$. Similarly, $d^{+}(v)$ denotes the outdegree, the number of edges from $v$ to $V_{i+1}$. We have the following two consequences of the definition of a Plünneckegraph of level $n$ :

1. Forward splitting: If $(u, v) \in E(G)$ and $v \notin V_{n}$, then $d^{+}(u) \geq d^{+}(v)$.
2. Backward splitting: If $(u, v) \in E(G)$ and $u \notin V_{0}$, then $d^{-}(u) \leq d^{-}(v)$.

We will need Menger's Theorem, a classical theorem in graph theory. Let $G$ be a directed graph and $A, B \subseteq V(G)$. We define MAXFLOW $(A \rightarrow B ; G)$ the maximum number of vertex disjoint paths which connect a vertex from $A$ to a vertex in $B$. We define $\operatorname{MINCUT}(A \rightarrow B ; G)$ the minimum number of vertices from $G$ which need to be removed so that $A$ and $B$ are disconnected.

## Theorem 3.2 (Menger's theorem)

$$
\operatorname{MAXFLOW}(A \rightarrow B ; G)=\operatorname{MINCUT}(A \rightarrow B ; G)
$$

Proof One direction is trivial, as it is obvious that MAXFLOW $\leq$ MINCUT. The goal is to prove the other direction.
We will use induction on the number of edges in $G$. For the base case, if there are no edges in $G$, then

$$
\operatorname{MAXFLOW}(A \rightarrow B ; G)=\operatorname{MINCUT}(A \rightarrow B ; G)=|A \cap B| .
$$

Let $s=\operatorname{MINCUT}(A \rightarrow B ; G)$. Now we assume there is an edge $a \rightarrow b$ in $G$. We will use the induction step on $G /(a=b)$, with $a$ and $b$ identified as a single vertex. Let $S /(a=b)$ be a minimal subset of $G /(a=b)$ disconnecting $A /(a=b)$ from $B /(a=b)$. If $|S /(a=b)| \geq s$, we apply the induction hypothesis to $G /(a=b)$ to construct at least $s$ disjoint paths from $A /(a=b)$ to $B /(a=b)$. This leads to at least $s$ disjoint paths from $A$ to $B$ in $G$, as desired.

We assume $|S /(a=b)|<s$. We can see that $S$ must disconnect $A$ from $B$ in $G$, so $|S| \geq s$. This can only happen if $|S|=s$ and $a, b \in S$.

Now look at $\operatorname{MINCUT}(A \rightarrow S ; G)$. This must be at least $s$, because every path from $A$ to $B$ must pass through something in $S$, and if we could separate $A$ from $S$ using fewer than $s$ elements, we can disconnect $A$ from $B$ using the same elements. As both $a, b \in S$, we see that actually $\operatorname{MINCUT}(A \rightarrow S ; G /(a=b)) \geq s$. By induction hypothesis, we find $s$ disjoint paths from $A$ to $S$. As $|S|=s$, each path has a distinct end point. Similarly, we find $s$ distinct paths from $S$ to $B$, each path having a different initial point. The paths from the first family must be disjoint of the paths in the second family except at $S$, since otherwise we can construct a path from $A$ to $B$ which avoids $S$. By merging the $s$ paths from $A$ to $S$ with the $s$ paths from $S$ to $B$, we create $s$ disjoint paths from $A$ to $B$.
Definition Given a layered graph $G$, we define the $i$-th magnification ratio by

$$
D_{i}(G):=\inf _{X \subseteq V_{0}, X \neq \emptyset} \frac{\left|\operatorname{Im}_{i}(X)\right|}{|X|},
$$

where $\operatorname{Im}_{i}(X)$ denotes the set of vertices in $V_{i}$ that can be reached by a path starting from some $x \in X$.

Example - The example below is a layered graph of level 3. For this case, $D_{1}=1 / 3$ and $D_{2}=4 / 3$. It is NOT a Plünnecke graph.


- This is a key example for what will follow. Suppose $A$ and $B$ are subsets of an additive group and take $V_{i}=A+i B$. We connect a vertex $v$ from $V_{i}$ to a vertex $w$ from $V_{i+1}$ if and only if $w-v \in B$. It can be easily checked that this is a Plünnecke graph.
- This is a special case of the previous example, called the independence graph, denoted by $I_{n}(h)$. Let $A=\{0\}$ and $B$ a set of $h$ numbers such that all possible sums of $n$ elements from $B$ are distinct (not necessarily distinct elements of $B$ ). For instance, we can have

$$
B=\left\{1,2 n,(2 n)^{2}, \ldots,(2 n)^{h-1}\right\}
$$

In this case, we can see that $\left|V_{i}\right|=\binom{h+i-1}{i}$. Therefore

$$
D_{i}=\binom{h+i-1}{i}
$$

- The inverse independence graph, denoted by $I_{n}(h)^{-1}$ is the graph obtained by reversing $I_{n}(h)$. So in this case,

$$
D_{i}=\binom{h+i-1}{i}^{-1}
$$

Lemma 3.3 Let $G$ be a Plünnecke graph of order $n$ and suppose $D_{n} \geq 1$. Then $D_{i} \geq 1$, for all $1 \leq i \leq n$.

Proof Let $V(G)=V_{0} \cup V_{1} \cup \cdots \cup V_{n}$. We will prove that if $D_{n} \geq 1$, then there are $\left|V_{0}\right|$ disjoint paths from $V_{0}$ to $V_{n}$, which is statement stronger than our desired conclusion.

Let $m=\operatorname{MINCUT}\left(V_{0} \rightarrow V_{n} ; G\right)=\operatorname{MAXFLOW}\left(V_{0} \rightarrow V_{n} ; G\right)$. Clearly $m \leq\left|V_{0}\right|$. Let $S$ a separating set for $V_{0}$ and $V_{n},|S|=m$, which is as "early concentrated" as possible, in the sense that

$$
\sum_{i=0}^{n} i\left|S \cap V_{i}\right|
$$

is minimal for all separating sets.
Suppose for contradiction $m<\left|V_{0}\right|$. We first claim that $S$ intersects $V_{1} \cup V_{2} \cup \cdots \cup V_{n-1}$. If not, suppose that $S=X \cap Y$, where $X \subseteq V_{0}$ and $Y \subseteq V_{n}$. Since $S$ is a separating set, $Y$ meets every path from $V_{0} \backslash X$ to $V_{n}$. Therefore $\operatorname{Im}_{n}\left(V_{0} \backslash X\right) \subseteq Y$. On the other hand, $D_{n} \geq 1$ implies that $\left|\operatorname{Im}_{n}\left(V_{0} \backslash X\right)\right| \geq \mid\left(V_{0} \backslash X \mid\right.$. Therefore,

$$
m=|S|=|X|+|Y| \geq|X|+\left|\operatorname{Im}_{n}\left(V_{0} \backslash X\right)\right| \geq|X|+\left|V_{0} \backslash X\right|=\left|V_{0}\right|
$$

a contradiction to our assumption about $m$.
Therefore there exists $k, 1 \leq k \leq n-1$ such that $S \cap V_{k} \neq \emptyset$. Let $S \cap V_{k}=\left\{s_{1}, \ldots, s_{q}\right\}$. Let the remaining elements of $S$ be $\left\{s_{q+1}, \ldots, s_{m}\right\}$. By Menger's theorem, consider $m$ disjoint paths $\pi_{1}, \ldots, \pi_{m}$ from $V_{0}$ to $V_{n}$ such that $s_{i} \in \pi_{i}$. Let $r_{i} \in V_{k-1}$ and $t_{i} \in V_{k+1}$ the
predecessor (resp. successor) of $s_{i}$ along $\pi_{i}$. Because we assumed $S$ is "early concentrated", $\left\{r_{1}, \ldots, r_{q}, s_{q+1}, \ldots, s_{m}\right\}$ is NOT a separating set. Therefore there exists $\pi *$ a path from $V_{0}$ to $V_{n}$ which doesn't meet this set. Let $\{r *\}=\pi * \cap V_{k-1}, r * \notin\left\{r_{1}, \ldots, r_{q}\right\}$. As $S$ is a separating set, $\pi *$ must intersect $\left\{s_{1}, \ldots, s_{q}\right\}$. Assume without losing the generality that $\pi * \cap S=\left\{s_{1}\right\}$.


Figure 3: Induced graph $G^{\prime}$ (might contain other edges which are not shown in the figure)
We claim that the induced graph $G^{\prime}$ on vertex set $\left\{r *, r_{1}, \ldots, r_{q}, s_{1}, \ldots, s_{q}, t_{1}, \ldots, t_{q}\right\}$ is Plünnecke. Indeed, by our construction, we can see that every path in $G$ from $\left\{r *, r_{1}, \ldots, r_{q}\right\}$ to $\left\{t_{1}, \ldots, t_{q}\right\}$ must pass through some $s_{i}, 1 \leq i \leq q$. So the fact that $G$ is Plünnecke must locally imply that $G^{\prime}$ is Plünnecke, all requirements are fulfilled.

Now we study the induced graph $G^{\prime}$. Using Remarks 3.1, since ( $r_{i}, s_{i}$ ) and $\left(s_{i}, t_{i}\right)$ are edges, for all $1 \leq i \leq q$, we obtain

$$
\sum_{i=1}^{q} d^{+}\left(r_{i}\right) \geq \sum_{i=1}^{q} d^{+}\left(s_{i}\right)=\sum_{i=1}^{q} d^{-}\left(t_{i}\right)
$$

and

$$
d^{+}(r *)+\sum_{i=1}^{q} d^{+}\left(r_{i}\right)=\sum_{i=1}^{q} d^{-}\left(s_{i}\right) \leq \sum_{i=1}^{q} d^{-}\left(t_{i}\right)
$$

The two inequalities above imply that $d^{+}(r *)=0$, which is a contradiction since $\left(r *, s_{1}\right)$ is an edge in $G^{\prime}$. Hence $m=\left|V_{0}\right|$, which by Menger's theorem implies our conclusion.

Definition If $G$ and $G^{\prime}$ are two graphs, we define the product graph $G \times G^{\prime}$ on vertex set $V(G) \times V\left(G^{\prime}\right)$ in which $\left(u, u^{\prime}\right)$ is joined to $\left(v, v^{\prime}\right)$ if and only if $(u, v) \in E(G)$ and $\left(u^{\prime}, v^{\prime}\right) \in E\left(G^{\prime}\right)$.

Now, if $G$ and $G^{\prime}$ are Plünnecke graphs of level $n$, it is easy to see that $G \times G^{\prime}$ is also a Plünnecke graph of level $n$. We also have the nice property below.

Proposition 3.4 Let $G$, $G^{\prime}$ Plünnecke graphs of level $n$. Then, for $1 \leq i \leq n$, we have $D_{i}\left(G \times G^{\prime}\right)=D_{i}(G) D_{i}\left(G^{\prime}\right)$.

Proof Let $V(G)=V_{0} \cup V_{1} \cup \cdots \cup V_{n}$ and $V\left(G^{\prime}\right)=V_{0}^{\prime} \cup V_{1}^{\prime} \cup \cdots \cup V_{n}^{\prime}$.
First, suppose that $Z \subseteq V_{0}$ and $Z^{\prime} \subseteq V_{0}^{\prime}$ are such that

$$
D_{i}(G)=\frac{\left|\operatorname{Im}_{i}(Z)\right|}{|Z|}, \quad D_{i}\left(G^{\prime}\right)=\frac{\left|\operatorname{Im}_{i}\left(Z^{\prime}\right)\right|}{\left|Z^{\prime}\right|}
$$

Clearly, $\operatorname{Im}_{i}\left(Z \times Z^{\prime}\right) \subseteq \operatorname{Im}_{i}(Z) \times \operatorname{Im}_{i}\left(Z^{\prime}\right)$. Therefore we have

$$
D_{i}\left(G \times G^{\prime}\right) \leq \frac{\left|\operatorname{Im}_{i}\left(Z \times Z^{\prime}\right)\right|}{\left|Z \times Z^{\prime}\right|} \leq \frac{\left|\operatorname{Im}_{i}(Z)\right|}{|Z|} \frac{\left|\operatorname{Im}_{i}\left(Z^{\prime}\right)\right|}{\left|Z^{\prime}\right|}=D_{i}(G) D_{i}\left(G^{\prime}\right)
$$

We must now show that $D_{i}\left(G \times G^{\prime}\right) \geq D_{i}(G) D_{i}\left(G^{\prime}\right)$. Let $X \subseteq V_{0} \times V_{0}^{\prime}$. We write $X$ as

$$
X=\bigcup_{a}\left(\{a\} \times H_{a}\right)
$$

where the union is over all $a \in V_{0}$ such that $H_{a} \neq \emptyset\left(H_{a}\right.$ denotes the set of all $b \in V_{0}^{\prime}$ such that $(a, b) \in X)$. Let $Y \subseteq V_{0} \times V_{i}^{\prime}$ be such that if $(a, b) \in X$ and there is a path from $b$ to $v$ in $G^{\prime}$, where $v \in V_{i}^{\prime}$, we say that $(a, v) \in Y$. Hence

$$
|Y|=\left|\bigcup_{a}\left(\{a\} \times \operatorname{Im}_{i}\left(H_{a}\right)\right)\right|=\sum_{a}\left|\operatorname{Im}_{i}\left(H_{a}\right)\right| \geq D_{i}\left(G^{\prime}\right) \sum_{a}\left|H_{a}\right|=D_{i}\left(G^{\prime}\right)|X|
$$

Similarly, now write $Y$ as

$$
Y=\bigcup_{w}\left(F_{w} \times\{w\}\right)
$$

where again the union is made over all $w \in V_{i}^{\prime}$ such that $F_{w} \neq \emptyset$. We can be easily observe that

$$
\operatorname{Im}_{i}(X)=\bigcup_{w}\left(\operatorname{Im}_{i}\left(F_{w}\right) \times\{w\}\right)
$$

therefore

$$
\left|\operatorname{Im}_{i}(X)\right|=\sum_{w}\left|\operatorname{Im}_{i}\left(F_{w}\right)\right| \geq D_{i}(G) \sum_{w}\left|F_{w}\right|=D_{i}(G)|Y| \geq D_{i}(G) D_{i}\left(G^{\prime}\right)|X|
$$

The last inequality gives $D_{i}\left(G \times G^{\prime}\right) \geq D_{i}(G) D_{i}\left(G^{\prime}\right)$.
Proposition 3.5 (Plünnecke) Let $G$ be a Plünnecke graph of level $n$. Then

$$
D_{1} \geq D_{2}^{1 / 2} \geq D_{3}^{1 / 3} \geq \cdots \geq D_{n}^{1 / n}
$$

Proof It is enough to prove that if $G$ is a Plünnecke graph of level $n$, then $D_{i} \geq D_{n}^{i / n}$, for $1 \leq i \leq n$. If $D_{n}=1$, the statement follows from Lemma 3.3. So we are left with 2 cases.
Case 1: $0<D_{n}<1$.
Let $r$ and $h$ positive integers to be chosen later. Consider the graph $G^{r} \times I_{n}(h)$, which is a Plünnecke graph of level $n$. By previous proposition, we know that

$$
D_{n}\left(G^{r} \times I_{n}(h)\right)=\left(D_{n}(G)\right)^{r}\binom{h+n-1}{n} \geq\left(D_{n}(G)\right)^{r} \frac{h^{n}}{n!}
$$

Given $r$, we choose $h$ the least integer such that $\left(D_{n}(G)\right)^{r} \frac{h^{n}}{n!} \geq 1$. Therefore, we have

$$
h<(n!)^{1 / n} D_{n}(G)^{-r / n}+1
$$

We now use Lemma 3.3. As $D_{n}\left(G^{r} \times I_{n}(h)\right) \geq 1$, we have $D_{i}\left(G^{r} \times I_{n}(h)\right) \geq 1$, so

$$
\left(D_{i}(G)\right)^{r} \geq \frac{1}{D_{i}\left(I_{n}(h)\right)}=\binom{h+n-1}{n}^{-1} \geq h^{-i} \geq\left((n!)^{1 / n} D_{n}(G)^{-r / n}+1\right)^{-i}
$$

Therefore

$$
D_{i}(G) \geq\left((n!)^{1 / n} D_{n}(G)^{-r / n}+1\right)^{-i / r}
$$

Let $r$ tend to infinity, and we obtain $D_{i}(G) \geq D_{n}(G)^{i / n}$, as desired.

Case 2: $D_{n}>1$.
This will be similar to the previous case. Consider the Plünnecke graph $G^{r} \times I_{n}(h)^{-1}$. We know that

$$
D_{n}\left(G^{r} \times I_{n}(h)^{-1}\right)=\left(D_{n}(G)\right)^{r}\binom{h+n-1}{n}^{-1} \geq\left(D_{n}(G)\right)^{r} h^{-n}
$$

Choose $h$ the maximal integer such that $\left(D_{n}(G)\right)^{r} h^{-n} \geq 1$. Therefore, we have

$$
h>D_{n}(G)^{r / n}-1
$$

Next, Lemma 3.3 implies that $D_{i}\left(G^{r} \times I_{n}(h)^{-1}\right) \geq 1$, so

$$
D_{i}(G) \geq\binom{ h+n-1}{n}^{1 / r} \geq \frac{h^{i / r}}{(i!)^{1 / r}} \geq \frac{\left(D_{n}(G)^{r / n}-1\right)^{i / r}}{(i!)^{1 / r}}
$$

Again, by letting $r \rightarrow \infty$, we obtain $D_{i}(G) \geq D_{n}(G)^{i / n}$.

### 3.2 Sumset estimates

Proposition 3.6 (Plünnecke) Let $A$ and $B$ subsets of an additive group, such that $|A+n B| \leq$ $C|A|$. Then, for any $n^{\prime} \geq n$, there exists $A^{\prime} \subseteq A$ such that $\left|A^{\prime}+n^{\prime} B\right| \leq C^{n^{\prime} / n}\left|A^{\prime}\right|$.
Proof As we've seen in example above, define the Plünnecke graph $G$ by setting $V_{i}=A+i B$ and $\left(v, v^{\prime}\right) \in E(G)$ if and only if $v^{\prime}-v \in B$. Then we have

$$
D_{n}=\inf _{Z \subseteq A} \frac{\operatorname{Im}_{n}(Z)}{|Z|} \leq \frac{\operatorname{Im}_{n}(A)}{|A|} \leq \frac{|A+n B|}{|A|} \leq C
$$

It follows from Proposition 3.5 that $D_{n^{\prime}} \leq C^{n^{\prime} / n}$, for any $n^{\prime} \geq n$. This implies the conclusion.

An easy consequence of the previous proposition is that if $|A+A| \leq C|A|$, then $|k A| \leq C^{k}|A|$. Indeed, take $A=B$ and $n=1$ to get

$$
|k A| \leq\left|A^{\prime}+k A\right| \leq C^{k}\left|A^{\prime}\right| \leq C^{k}|A|
$$

We would like to provide a generalisation for the above consequence. For this purpose, we need the following simple, but essential lemma:

Lemma 3.7 (Ruzsa) Let $U, V, W$ subsets of an additive group. Then

$$
|U||V-W| \leq|U+V||U+W|
$$

Proof For each $d \in V-W$, we fix a pair $(v(d), w(d)) \in V \times W$ such that $v(d)-w(d)=d$ (there might be more such pairs, we are only interested in one of them). We now look at the map from $U \times(V-W)$ to $(U+V) \times(U+W)$ which sends $(u, d)$ to $(u+v(d), u+w(d))$. It is easy to see that this map is injective, so the conclusion follows.
We are now ready to state and prove the main result of this section.
Theorem 3.8 (Plünnecke-Ruzsa) Let $A$ a subset of an additive group and suppose that $\mid A+$ $A|\leq C| A \mid$. Then $|k A-l A| \leq C^{k+l}|A|$.

Proof Suppose without losing the generality that $l \geq k$. We apply Proposition 3.6 twice to get $A " \subseteq A^{\prime} \subseteq A$ such that

$$
\begin{equation*}
\left|A^{\prime}+k A\right| \leq C^{k}\left|A^{\prime}\right| \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|A^{\prime \prime}+l A\right| \leq\left(C^{k}\right)^{l / k}\left|A^{\prime \prime}\right|=C^{l}\left|A^{\prime \prime}\right| \tag{22}
\end{equation*}
$$

Therefore, we have

$$
\begin{aligned}
\left|A^{\prime \prime}\right||k A-l A| & \leq\left|A^{\prime \prime}+k A\right||A "+l A| \quad \text { (by Ruzsa's lemma) } \\
& \leq\left|A^{\prime}+k A\right||A "+l A| \quad\left(A^{\prime \prime} \subseteq A^{\prime}\right) \\
& \leq C^{k+l}\left|A^{\prime}\right|\left|A^{\prime \prime}\right| \quad(\text { by }(21) \text { and }(22)) \\
& \leq C^{k+l}|A|\left|A^{\prime \prime}\right| \quad\left(A^{\prime} \subseteq A\right)
\end{aligned}
$$

Consequently, we have $|k A-l A| \leq C^{k+l}|A|$

## 4 Geometry of numbers

In this section we will see that some geometrical objects such as convex bodies and lattices have applications to additive combinatorics. We will see that there is a close relation between their geometrical structure (volume, rank etc.) and the behavior of GAP's or Bohr sets.

### 4.1 Lattices

Definition Given $m$ linearly independent vectors $b_{1}, \ldots, b_{m} \in \mathbb{R}^{n}$, we define the lattice generated by them as

$$
\Lambda\left(b_{1}, \ldots, b_{m}\right):=\left\{\sum_{i=1}^{m} x_{i} b_{i} \mid x_{i} \in \mathbb{Z}\right\} .
$$

$B=\left\{b_{1}, \ldots, b_{m}\right\}$ is called the basis of the lattice. We call $m$ the rank and $n$ the dimension. If $m=n$, we say the lattice has full rank.

We can easily see that $\Lambda$ is a discrete additive subgroup of $\mathbb{R}^{n}$.
Equivalently, if we define $B$ as the $n \times m$ matrix with columns $b_{1}, \ldots, b_{m}$, we can think of $\Lambda$ as

$$
\Lambda(B)=\left\{B x \mid x \in \mathbb{Z}^{m}\right\}
$$

Note that the same lattice can be obtained from different basis. See the figures below.

Figure 4: Two different bases for $\mathbb{Z}^{2}$
Definition For any lattice basis $B$, we define

$$
P(B):=\left\{B x \mid x \in \mathbb{R}^{n}, 0 \leq x_{i}<1, \forall i\right\}
$$

Note that $P(B)$ depends on the basis $B$. The same lattice can have different fundamental regions (see figure below). Also, we observe that we can tile $\operatorname{span}(B)$ by translates of $P(B)$.


Figure 5: Two different fundamental regions for the same lattice
Next, we would like to define a quantity of the lattice which is independent of the basis.

Definition Let $\Lambda=\Lambda(B)$ a lattice of rank $m$. We define the determinant of $\Lambda$, denoted by $\operatorname{det}(\Lambda)$, as the $m$-dimensional volume of $P(B)$, which cand be written more explicitly as

$$
\operatorname{det}(\Lambda):=\sqrt{\operatorname{det}\left(B^{T} B\right)}
$$

If $\Lambda$ is a full rank lattice, then $\operatorname{det}(\Lambda)=|\operatorname{det}(B)|$.
We will next prove that this definition makes sense. For this purpose, we have first to introduce the following lemma:

Lemma 4.1 Two bases $B_{1}, B_{2} \in \mathbb{R}^{n \times m}$ generate the same lattice $\left(\Lambda\left(B_{1}\right)=\Lambda\left(B_{2}\right)\right)$ if and only if $B_{2}=B_{1} U$, for some $U \in \mathbb{Z}^{m \times m}$ such that $\operatorname{det}(U)= \pm 1$.

Proof " $\Longrightarrow$ " Assume $\Lambda\left(B_{1}\right)=\Lambda\left(B_{2}\right)$.
Then for each of the $m$ columns $b_{i}$ of $B_{2}, b_{i} \in \Lambda\left(B_{1}\right)$. Hence there exists $U \in \mathbb{Z}^{m \times m}$ such that $B_{2}=B_{1} U$. Similarly, there exists $V \in \mathbb{Z}^{m \times m}$ sucht that $B_{1}=B_{2} V$. Therefore $B_{2}=B_{2} V U$, so

$$
B_{2}^{T} B 2=(V U)^{T} B_{2}^{T} B_{2}(V U) .
$$

As $B_{2}^{T} B_{2} \in \mathbb{R}^{m \times m}$ is invertible, by taking determinants, we get $\operatorname{det}(V) \operatorname{det}(U)= \pm 1$. As $U \in \mathbb{Z}^{m \times m}$, the conclusion follows.
$" \Longleftarrow "$ Suppose $B_{2}=B_{1} U$, for some $U \in \mathbb{Z}^{m \times m}, \operatorname{det}(U)= \pm 1$.
It follows that $\Lambda\left(B_{2}\right) \subseteq \Lambda\left(B_{1}\right)$. But also, $B_{1}=B_{2} U^{-1}$, and as $U \in \mathbb{Z}^{m \times m}$ with $\operatorname{det}(U)= \pm 1$, we have $U^{-1} \in \mathbb{Z}^{m \times m}, \operatorname{det}\left(U^{-1}\right)= \pm 1$. Therefore $\Lambda\left(B_{1}\right) \subseteq \Lambda\left(B_{2}\right)$.

Proposition 4.2 The determinant of a lattice is independent of the choice of basis B.
Proof If $B_{1}, B_{2}$ are two bases of $\Lambda$, then by 4.1, $B_{2}=B_{1} U$, for some $U \in \mathbb{Z}^{m \times m}, \operatorname{det}(U)= \pm 1$. Hence

$$
\sqrt{\operatorname{det}\left(B_{2}^{T} B_{2}\right)}=\sqrt{\operatorname{det}\left(U^{T} B_{1}^{T} B_{1} U\right)}=\sqrt{\operatorname{det}\left(B_{1}^{T} B_{1}\right)}
$$

From now on we will only work with full rand lattices, even if it will not be specified every time.
Definition A sublattice $\Lambda^{\prime}$ of a full rank lattice $\Lambda$ in $\mathbb{R}^{n}$ is a subgroup of the addition group $\Lambda$, which is also a full rank lattice.

We have the following lemma relating the index of $\Lambda^{\prime}$ in $\Lambda$ with the determinants of the lattices:

Lemma 4.3 Let $\Lambda$ a lattice and $\Lambda^{\prime}$ a sublattice of $\Lambda$. Then

$$
\left|\Lambda / \Lambda^{\prime}\right|=\frac{\operatorname{det}\left(\Lambda^{\prime}\right)}{\operatorname{det}(\Lambda)} .
$$

Proof Let $P^{\prime}$ be a fundamental domain for $\Lambda^{\prime}$. Then $\forall x \in \mathbb{R}^{n}$ can be written as $x=y+z$, where $y \in \Lambda^{\prime}$ and $z \in P^{\prime}$. In particular, $\forall x \in \Lambda, x=y+z$, for some $y \in \Lambda^{\prime}$ and $z \in P^{\prime}$. Hence the number of cosets of $\Lambda^{\prime}$ in $\Lambda$ is $\left|P^{\prime} \cap \Lambda\right|$.
Now $\left|P^{\prime} \cap \Lambda\right|$ represents the number of fundamental regions $P$ which tile $P^{\prime}$. Hence

$$
\left|\Lambda / \Lambda^{\prime}\right|=\left|P^{\prime} \cap \Lambda\right|=\frac{\operatorname{vol}\left(P^{\prime}\right)}{\operatorname{vol}(P)}=\frac{\operatorname{det}\left(\Lambda^{\prime}\right)}{\operatorname{det}(\Lambda)}
$$

### 4.2 Minkowski's theorems

We will denote by $\operatorname{vol}(A)$ the $n$-dimensional volume of a set $A \subset \mathbb{R}^{n}$. We will only work with bounded open sets in order to avoid issues with measurability.

- If $A \subset \mathbb{R}^{n}$ and $\lambda \in \mathbb{R}$, we denote by $\lambda A$ the dilatiation by $\lambda$ :

$$
\lambda A:=\{\lambda x: x \in A\}
$$

We can easily see that $\operatorname{vol}(\lambda A)=|\lambda|^{n} \operatorname{vol}(A)$.

- A set $A$ in $\mathbb{R}^{n}$ is convex if $(1-\theta) x+\theta y \in A, \forall x, y \in A, \forall 0 \leq \theta \leq 1$.
- A set $A$ in $\mathbb{R}^{n}$ is symmetric if $x \in A \Longrightarrow-x \in A$.
- We call $A$ a convex body if $A$ is convex, open, non-empty and bounded.

Theorem 4.4 (Blichfeld) Let $\Lambda$ a (full rank) lattice and $K$ a measurable subset of $\mathbb{R}^{n}$ with $\operatorname{vol}(K)>\operatorname{det}(\Lambda)$. Then there exists $z_{1}, z_{2} \in K$ two distinct points such that $z_{1}-z_{2} \in \Lambda$.

Proof Let $B$ be a basis for $\Lambda$. As $x$ ranges over $\Lambda$, the sets $x+P(B)$ form a partition (tiling) of $\mathbb{R}^{n}$. Let $K_{x}=K \cap(x+P(B))$, for $x \in \Lambda$. As

$$
K=\bigcup_{x \in \Lambda} K_{x},
$$

it follows that $\operatorname{vol}(K)=\sum_{x \in K_{x}} \operatorname{vol}\left(K_{x}\right)$.
Let $B_{x}=K_{x}-x$. Then $B_{x} \subseteq P(B)$ and $\operatorname{vol}\left(B_{x}\right)=\operatorname{vol}\left(K_{x}\right)$. Therefore

$$
\sum_{x \in \Lambda} \operatorname{vol}\left(B_{x}\right)=\sum_{x \in \Lambda} \operatorname{vol}\left(K_{x}\right)=\operatorname{vol}(K)>\operatorname{vol}(P(B)) .
$$

So there exist $x, y \in \Lambda, x \neq y$ such that $B_{x} \cap B_{y} \neq \emptyset$. Let $z \in B_{x} \cap B_{y}$. Then $z+x \in K_{x} \subset K$ and $z+y \in K_{y} \subset K$, hence $(z+x)-(z+y)=x-y \in \Lambda$.

Theorem 4.5 (Minkowski's First Theorem) Let $\Lambda$ be a full rank lattice and $K$ a symmetric convex body such that vol $(K)>2^{n} \operatorname{det}(\Lambda)$. Then $K$ contains a non-zero lattice point.

Proof We can easily see that

$$
\operatorname{vol}\left(\frac{1}{2} K\right)=\frac{1}{2^{n}} \operatorname{vol}(K)>\operatorname{det}(\Lambda) .
$$

By Blichfeld lemma 4.4, $\exists z_{1}, z_{2} \in \frac{1}{2} K$ distinct points such that $z_{1}-z_{2} \in \Lambda$. By definition, $2 z_{1}, 2 z_{2} \in K$. As $K$ is symmetric, it follows that $-2 z_{2} \in K$. By convexity,

$$
\frac{2 z_{1}-2 z_{2}}{2}=z_{1}-z_{2} \in K .
$$

Even if the proof is very simple, the constant in Minkowski's first theorem is the best possible. To see that $2^{n}$ cannot be improved, take $\Lambda=\mathbb{Z}^{n}$ and the cube $K:=\left\{\left(x_{1}, \ldots, x_{n}\right):-1<x_{i}<1, \forall i\right\}$. However, we will provide a "multiparameter" generalisation for Minkowski's first theorem by defining the successive minima.

Definition Let $\Lambda$ be a full rank lattice in $\mathbb{R}^{n}$ and $K$ a convex body in $\mathbb{R}^{n}$. We define the successive minima $\lambda_{j}=\lambda_{j}(K, \Lambda)$, for $1 \leq j \leq n$ as

$$
\lambda_{j}:=\inf \{\lambda>0: \lambda K \text { contains } j \text { linearly independent elements of } \Lambda\} .
$$

Minkowski's second thoerem provides a remarkable relation between $\operatorname{vol}(K)$ and $\operatorname{det}(\Lambda)$ involving successive minima.
Theorem 4.6 (Minkowski's Second Theorem) Let $K \subset \mathbb{R}^{n}$ be a symmetric convex body and $\Lambda$ be a full rank lattice. Let $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ be the successive minima of $K$ with respect to $\Lambda$. Then

$$
\frac{2^{n}}{n!} \operatorname{det}(\Lambda) \leq \lambda_{1} \lambda_{2} \ldots \lambda_{n} \operatorname{vol}(K) \leq 2^{n} \operatorname{det}(\Lambda)
$$

Before we can prove the theorem, we need the following lemma.
Lemma 4.7 (Squeezing lemma) Let $K$ be a symmetric convex body in $\mathbb{R}^{n}$ and let $A$ be an open subset of $K$. If $V$ is a $k$-dimensional subspace of $\mathbb{R}^{n}$, then for $0 \leq \theta \leq 1$, there exists an open subset $A^{\prime}$ of $K$ such that $\operatorname{vol}\left(A^{\prime}\right)=\theta^{k} \operatorname{vol}(A)$ and

$$
\left(A^{\prime}-A^{\prime}\right) \cap V \subseteq \theta(A-A) \cap V
$$

Proof We can assume without losing the generality that $V=\mathbb{R}^{k}$ and we have $\mathbb{R}^{n}=\mathbb{R}^{k} \times \mathbb{R}^{n-k}$. Any point $w \in K$ can be viewed as having the coordinates $w=(x, y), x \in \mathbb{R}^{k}, y \in \mathbb{R}^{n-k}$.

Let $\pi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-k}$ be the standard projection map, which restricts to $\pi: K \rightarrow \pi(K)$. We construct the map $f: \pi(K) \rightarrow K$ by mapping $y \in \pi(K)$ to the centre of mass of $\pi^{-1}(y)$.

Consider $\phi: K \rightarrow K$ which maps $w=(x, y)$ to $\theta w+(1-\theta) f(y)$. Since both $w, f(y) \in K$ and $K$ is convex, it follows that $\phi(w) \in K$, so it is well defined. We can easily see from the definition that the second coordinate of $\phi(w)$ is y .

Let $A^{\prime}=\phi(A)$, which is an open subset of $K$. Hence $A^{\prime}$ is the result of taking each $k$-dimensional "slice" of $A$ parallel to $V=\mathbb{R}^{k}$ and scalling it by a factor of $\theta$. The scalling is done centered at the centre of mass of the original slice.By Cavalieri's Principle, $\operatorname{vol}\left(A^{\prime}\right)=\theta^{k} \operatorname{vol}(A)$ (the map contracts $A$ by a factor of $\theta$ with respect to $V=\mathbb{R}^{k}$ ).

Now, take $v=\phi(w)-\phi\left(v^{\prime}\right)$, where $w=(x, y), w^{\prime}=\left(x^{\prime}, y^{\prime}\right)$. If $v \in V$, then the second coordinate of $v$ is zero, and using the fact that $\phi$ preserve the second coordinate, we get $y=y^{\prime}$. Therefore $v=\theta\left(w-w^{\prime}\right)$. Hence, if $v \in\left(A^{\prime}-A^{\prime}\right) \cap V$, it implies that $v \in \theta(A-A)$.

Now we have all the tools required for the proof of Minkowski's second theorem.
Proof By the definition of successive minima, there exists a linear independent set $B=$ $\left\{b_{1}, \ldots, b_{n}\right\} \subset \Lambda$ such that $b_{i} \in \overline{\lambda_{i} K} \backslash \lambda_{i} K\left(\overline{\lambda_{i} K}\right.$ denotes the closure $)$. Let $B_{i}$ the vector subspace of $\mathbb{R}^{n}$ spanned by $\left\{b_{1}, \ldots, b_{i}\right\}, 1 \leq i \leq n$. Set $B_{0}=\{0\}$.

Let $A_{0}=\frac{\lambda_{n}}{2} K$. We apply the Squeezing lemma to get $A_{n}-1 \subseteq \cdots \subseteq A_{1} \subseteq A_{0}$ such that

$$
\begin{equation*}
\operatorname{vol}\left(A_{j}\right)=\left(\frac{\lambda_{j}}{\lambda_{j+1}}\right)^{j} \operatorname{vol}\left(A_{j-1}\right) \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A_{j}-A_{j}\right) \cap B_{j} \subseteq \frac{\lambda_{j}}{\lambda_{j+1}}\left(A_{j-1}-A j-1\right) \cap B_{j} \tag{24}
\end{equation*}
$$

for $1 \leq j \leq n-1$.
As $\operatorname{vol}\left(A_{0}\right)=\left(\frac{\lambda_{n}}{2}\right)^{n} \operatorname{vol}(K)$, by multiplying all equations (23) for $1 \leq j \leq n-1$ we get

$$
\begin{equation*}
2^{n} \operatorname{vol}\left(A_{n-1}\right)=\lambda_{1} \ldots \lambda_{n} \operatorname{vol}(K) \tag{25}
\end{equation*}
$$

Moreover, using (24) and the fact that $B_{1} \subset B_{2} \subset \cdots \subset B_{n}$, we get that

$$
\begin{equation*}
\left(A_{n-1}-A_{n-1}\right) \cap B_{j} \subset \frac{\lambda_{j}}{\lambda_{n}}\left(A_{j-1}-A_{j-1}\right) \cap B_{j} \tag{26}
\end{equation*}
$$

As $K$ is symmetric, $\frac{\lambda_{n}}{2} K-\frac{\lambda_{n}}{2} K=\lambda_{n} K$. SInce $A_{j-1} \subset A_{0}=\frac{\lambda_{n}}{2} K$, fro the last equation we get that

$$
\begin{equation*}
\left(A_{n-1}-A_{n-1}\right) \cap B_{j} \subset\left(\lambda_{j} K\right) \cap B_{j} \tag{27}
\end{equation*}
$$

for all $1 \leq j \leq n$.
By definition of successive minima, $\left(\lambda_{j} K\right) \cap B_{j}$ contains no lattice points outside $B_{j-1}$. Therefore $A_{n-1}-A_{n-1}$ contains no lattice points except the origin. Therefore $A_{n-1}$ doesn't satisfy the conclusion of Blichfeld's lemma. Hence, we must have that

$$
\operatorname{vol}\left(A_{n-1}\right) \leq \operatorname{det}(\Lambda)
$$

This and (25) imply the conclusion.
The following important lemma is a very good example of how the techniques above can be applied to additive combinatorics. We will also use this lemma later on in the proof of Freiman's theorem.

Proposition 4.8 Let $R=\left\{r_{1}, \ldots, r_{k}\right\} \subseteq \mathbb{Z}_{N}$ and $0<\delta<\frac{1}{2}$. Then the Bohr neighbourhood $B(R, \delta)$ contains a proper $k$-dimensional GAP of size at least $\left(\frac{\delta}{k}\right)^{k} N$.
Proof Consider $\Lambda$ the $k$-dimensional lattice generated by $N \mathbb{Z}^{k}$ and $\left(r_{1}, \ldots, r_{k}\right)$ (this is a slight abuse if notation, as $r_{i}$ 's are assumed to be integers). Note that this is not the proper definition of a lattice, as it is spanned by $k+1$ vectors, but it is always possible to find $k$ vectors which span the same lattice.

For any $x \in \Lambda$, let $x_{N}$ be the vector with coordinates reduced modulo $N$. So for each $x \in \Lambda$, $x_{N}=\left(s r_{1}, \ldots, s r_{k}\right)$, for some $0 \leq s \leq N-1$. Therefore $\left|\Lambda / N \mathbb{Z}^{k}\right|=N$. Clearly, $\operatorname{det}\left(\mathbb{Z}^{k}\right)=N^{k}$, so from 4.3 we obtain

$$
\begin{equation*}
\operatorname{det}(\Lambda)=N^{k-1} \tag{28}
\end{equation*}
$$

Let $K$ be the open cube $\left\{x \in \mathbb{R}^{k}:\|x\|_{\infty}<\delta N\right\}$, which is a symmetric convex body with volume $(2 \delta N)^{k}$. Let $\lambda_{1}, \ldots, \lambda_{k}$ the successive minima of $K$ and $B=\left\{b_{1}, \ldots, b_{k}\right\}$ the basis for $\Lambda$ generated in this way $\left(b_{i} \in \overline{\lambda_{i} K} \backslash \lambda_{i} K\right)$. Therefore

$$
\begin{equation*}
\left\|b_{i}\right\|_{\infty} \leq \lambda_{i} \delta N, \forall 1 \leq i \leq k \tag{29}
\end{equation*}
$$

Since $b_{i} \in \Lambda$,

$$
\begin{equation*}
b_{i}=x_{i}\left(r_{1}, \ldots, r_{k}\right)+N v \tag{30}
\end{equation*}
$$

where $v \in N \mathbb{Z}^{k}$ and $0 \leq x_{i} \leq N-1$. We may regard $x_{i} \in \mathbb{Z}_{N}$.
From (29) we get that

$$
\begin{equation*}
\left|\frac{x_{i} r}{N}\right| \leq \lambda_{i} \delta, \quad \forall 1 \leq i \leq k, \forall r \in R \tag{31}
\end{equation*}
$$

Now we study the GAP

$$
\begin{equation*}
Q=\left\{\mu_{1} x_{1}+\cdots+\mu_{k} x_{k}:\left|\mu_{i}\right| \leq\left\lfloor\frac{1}{k \lambda_{i}}\right\rfloor\right\} \subseteq \mathbb{Z}_{N} \tag{32}
\end{equation*}
$$

The claim is that $Q \subseteq B(R, \delta)$. Indeed, if $r \in R$,

$$
\begin{aligned}
\left|\frac{r\left(\mu_{1} x_{1}+\cdots+\mu_{k} x_{k}\right)}{N}\right| & \leq \sum_{i=1}^{k}\left|\mu_{i}\right|\left|\frac{r x_{i}}{N}\right| \\
& \leq \sum_{i=1}^{k}\left\lfloor\frac{1}{k \lambda_{i}}\right\rfloor \lambda_{i} \delta \quad \text { from (31) and (32) } \\
& \leq \delta
\end{aligned}
$$

We'll now show that $Q$ is proper. Suppose that

$$
\begin{equation*}
\mu_{1} x_{1}+\cdots+\mu_{k} x_{k}=\mu_{1}^{\prime} x_{1}+\cdots+\mu_{k}^{\prime} x_{k}, \quad\left|\mu_{i}\right|,\left|\mu_{i}^{\prime}\right| \leq\left\lfloor\frac{1}{k \lambda_{i}}\right\rfloor \tag{33}
\end{equation*}
$$

Then consider the vector

$$
b=\left(\mu_{1}-\mu_{1}^{\prime}\right) b_{1}+\cdots+\left(\mu_{k}-\mu_{k}^{\prime}\right) b_{k}
$$

Using (30) and (33), we can easily see that $b \in N \mathbb{Z}^{k}$. Also

$$
\begin{aligned}
\|b\|_{\infty} & \leq \sum_{i=1}^{k} 2\left\lfloor\frac{1}{k \lambda_{i}}\right\rfloor\left\|b_{i}\right\|_{\infty} \\
& \leq 2 \delta N \quad \text { by }(29)
\end{aligned}
$$

Since we assumed that $0<\delta<\frac{1}{2}$ and we know that $b \in N \mathbb{Z}^{k}$, we must have $b=0$. Hence, by the linear independence of the $b_{i}$ 's it follows that $\mu_{i}=\mu_{i}^{\prime}$, for all $i$. So $Q$ is proper. There are at least $1 / k \lambda_{i}$ integers in the interval $\left[-1 / k \lambda_{i}, 1 / k \lambda_{i}\right]$. From the definition of $Q(32)$ the the fact that it is proper, it must have size at least

$$
\frac{1}{k^{k} \lambda_{1} \ldots \lambda_{k}}
$$

But

$$
\begin{aligned}
\frac{1}{k^{k} \lambda_{1} \ldots \lambda_{k}} & \geq \frac{1}{k^{k}} \frac{\operatorname{vol}(K)}{2^{k} \operatorname{vol}(\Lambda)} \quad(\text { by Minkowsky's second theorem }) \\
& =\frac{1}{k^{k}} \frac{2^{k} \delta^{k} N^{k}}{2^{k} N^{k-1}} \quad \text { by }(28) \\
& =\left(\frac{\delta}{k}\right)^{k} N
\end{aligned}
$$

## 5 Freiman theorem

### 5.1 Freiman homomorphisms

Definition Let $G$ and $H$ be additive groups and $A \subseteq G, B \subseteq H$. A Freiman $k$-homomorphism from $A$ to $B$ is a map $\phi: A \rightarrow B$ such that

$$
x_{1}+x_{2}+\cdots+x_{k}=y_{1}+y_{2}+\ldots y_{k} \Longrightarrow \phi\left(x_{1}\right)+\cdots+\phi\left(x_{k}\right)=\phi\left(y_{1}\right)+\cdots+\phi\left(y_{k}\right)
$$

for all $x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{k} \in A$.

In addition, if $\phi$ is invertible and $\phi^{-1}: B \rightarrow A$ is a $k$-homomorphism, then $\phi$ is called a $k$-isomorphism. We use the notation $A \cong_{k} B$ to express that $A$ and $B$ are $k$-isomorphic.

## Remarks 5.1

1. If $\phi: G \rightarrow G^{\prime}$ is a group homomorphism (resp. isomorphism) from group $G$ to group $G^{\prime}$, then it induces a Freiman homomorphism (resp. isomorphism) from $A \subseteq G$ to $\phi(A)$ of any order.
2. If $A \subseteq Z$ and $x \in Z, Z$ additive group, then the translation map $\phi: A \rightarrow Z$ defined by $\phi(y)=y+x$ is a Freiman isomorphism of any order.
3. If $\phi: A \rightarrow B$ is a $k$-homomorphism (resp. isomorphism), then $\phi$ is a l-homomorphism (resp. isomorphism) for $1 \leq l \leq k$.
Proof If $x_{1}+x_{2}+\cdots+x_{l}=y_{1}+y_{2}+\ldots y_{l}$, for some $x_{1}, \ldots x_{l}, y_{1}, \ldots, y_{l} \in A$, then

$$
x_{1}+\cdots+x_{l}+\underbrace{a+\cdots+a}_{k-l}=y_{1}+\cdots+y_{l}+\underbrace{a+\cdots+a}_{k-l}
$$

for some fixed $a \in A$. As $\phi$ is a $k$-homomorphism, it follows that

$$
\phi\left(x_{1}\right)+\cdots+\phi\left(x_{l}\right)+\underbrace{\phi(a)+\cdots+\phi(a)}_{k-l}=\phi\left(y_{1}\right)+\cdots+\phi\left(y_{l}\right)+\underbrace{\phi(a)+\cdots+\phi(a)}_{k-l} .
$$

Therefore $\phi\left(x_{1}\right)+\cdots+\phi\left(x_{l}\right)=\phi\left(y_{1}\right)+\cdots+\phi\left(y_{l}\right)$, so $\phi$ is a l-homomorphism.
If $A \cong_{k} B$, then the same argument holds for $\phi^{-1}$, therefore $A \cong_{l} B$.
4. If $\phi_{1}: A \rightarrow B$ and $\phi_{2}: B \rightarrow C$ are $k$-homomorphisms (resp. isomorphisms), then $\phi_{2} \circ \phi_{1}$ gives a $k$-homomorphism (resp. isomorphism).
5. Let $q$ a number coprime to $N$. Then the map $\phi: \mathbb{Z}_{N} \rightarrow \mathbb{Z}_{N}$ given by $\phi(x)=q x$ is a Freiman isomorphism of any order.
6. Let $A \subseteq \mathbb{Z}$ and $N$ any positive integer. Then the reduction $\operatorname{map}(\bmod N) \phi: A \rightarrow \mathbb{Z}_{N}$ is a Freiman homomorphism of any order.
However, it is not usually a Freiman isomorphism (for example, $\phi:\{0,1\} \rightarrow \mathbb{Z}_{2}$, where $\{0,1\} \in \mathbb{Z}$ is not a 2-isomorphism, because $0+0 \neq 1+1$ in $\mathbb{Z}$ ).
But, if $A \subseteq\{1,2, \ldots, m\}$ and $k m<N$, then $\phi$ is also a $k$-isomorphism.
7. Consider $\phi: \mathbb{Z}_{N} \rightarrow \mathbb{Z}$ by choosing a representative for a congruence class in $\{1,2, \ldots N\}$. This is not a k-homomorphism as it stands, but if we restrict to a subset of $\mathbb{Z}_{N}$ of the form $\left\{\frac{j N}{k}<x \leq \frac{(j+1) N}{k}\right\}$, this is a $k$-homomorphism.

Lemma 5.2 If $h=h^{\prime}(k+l)$ and $A \cong{ }_{h} B$, then $k A-l A$ and $k B-l B$ are $h^{\prime}$-isomorphic.
Proof Let $\phi: A \rightarrow B$ a $h$-isomorphism. Let $c_{1}, \ldots c_{h^{\prime}}, d_{1}, \ldots, d_{h^{\prime}} \in k A-l A$ such that

$$
c_{1}+\cdots+c_{h^{\prime}}=d_{1}+\cdots+d_{h^{\prime}}
$$

Then, for $1 \leq i \leq h^{\prime}$,

$$
\begin{aligned}
c_{i} & =a_{i 1}+\ldots a_{i k}-b_{i 1}-\ldots b_{i l} \\
d_{i} & =\alpha_{i 1}+\ldots \alpha_{i k}-\beta_{i 1}-\ldots \beta_{i l}
\end{aligned}
$$

for some $a$ 's, $b$ 's, $\alpha$ 's and $\beta$ 's in $A$. Denote

$$
g\left(c_{i}\right)=\phi\left(a_{i 1}\right)+\ldots \phi\left(a_{i k}\right)-\phi\left(b_{i 1}\right)-\ldots \phi\left(b_{i l} .\right)
$$

By definition of $h$-isomorphism and Remark 3, it follows that $g$ is well defined, whatever the choice of $a$ 's and $b$ 's. It follows that

$$
a_{11}+\cdots+a_{h^{\prime} k}+\beta_{11}+\ldots \beta_{h^{\prime} l}=\alpha_{11}+\cdots+\alpha_{h^{\prime} k}+b_{11}+\ldots b_{h^{\prime} l}
$$

and because $\phi$ is a $h$-homomorphism,

$$
\phi\left(a_{11}\right)+\cdots+\phi\left(a_{h^{\prime} k}\right)+\phi\left(\beta_{11}\right)+\ldots \phi\left(\beta_{h^{\prime} l}\right)=\phi\left(\alpha_{11}\right)+\cdots+\phi\left(\alpha_{h^{\prime} k}\right)+\phi\left(b_{11}\right)+\ldots \phi\left(b_{h^{\prime} l}\right)
$$

Hence,

$$
g\left(c_{1}\right)+\ldots g\left(c_{h^{\prime}}\right)=g\left(d_{1}\right)+\ldots g\left(d_{h^{\prime}}\right)
$$

Therefore $g$ is a $h^{\prime}$-isomorphism.
Lemma 5.3 Let $\phi: A \rightarrow \mathbb{Z}$ a $k$-homomorphism, $k \geq 2$, and $P$ ad-dimensional $G A P, P \subseteq A$. Then $\phi(P)$ is a d-dimensional AP. Moreover, if $\phi$ is a $k$-isomorphism and $P$ is proper, then $\phi(P)$ is proper.

Proof Let

$$
P=\left\{a+x_{1} v_{1}+\cdots+x_{d} v_{d} \mid 0 \leq x_{i} \leq l_{i}, i=1,2, \ldots, d\right\}
$$

By translational invariance (as seen in the remarks), we may assume that $a=0$ and $\phi(0)=0$. Since in particular $\phi$ is a 2 -homomorphism, we see that $\phi\left(v_{i}+v_{i}\right)=\phi\left(v_{i}\right)+\phi\left(v_{i}\right), 1 \leq i \leq d$. Iterating this we see that $\phi\left(l_{i} v_{i}\right)=l_{i} \phi\left(v_{i}\right)$. Also, we note that $\phi\left(v_{i}+v_{j}\right)=\phi\left(v_{i}\right)+\phi\left(v_{j}\right)$, for $1 \leq i<j \leq d$. Combonong these two, observations, we note that

$$
\phi\left(x_{1} v_{1}+\cdots+x_{d} v_{d}\right)=x_{1} \phi\left(v_{1}\right)+\cdots+x_{d} \phi\left(v_{d}\right)
$$

Therefore

$$
\phi(P)=\left\{x_{1} \phi\left(v_{1}\right)+\cdots+x_{d} \phi\left(v_{d}\right) \mid 0 \leq x_{i} \leq l_{i}, i=1,2, \ldots, d\right\}
$$

Note that is $\phi$ is a Freiman isomorphism, then $|P|=|\phi(P)|$, so if $P$ is proper, $\phi(P)$ must be proper.

The following theorem by Ruzsa allows us to make the transition from $\mathbb{Z}$ to $\mathbb{Z}_{N}$ :
Theorem 5.4 (Ruzsa Embedding Lemma) Let $A \subseteq \mathbb{Z},|k A-k A| \leq C|A|$, then for any prime $N>C|A|, \exists A^{\prime} \subseteq A,\left|A^{\prime}\right|>\frac{|A|}{k}$ such that $A^{\prime}$ is $k$-isomorphic to a subset of $\mathbb{Z}_{N}$.
Proof Let $p$ be a large enough prime. Then the reduction map $(\bmod p) \phi_{1}: A \rightarrow \mathbb{Z}_{p}$ is a $k$-isomorphism (as it can be seen in the remarks above). Also, for each $1 \leq q \leq p$, we define the $\operatorname{map} \phi_{2}(q): \mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}$ given by $x \rightarrow q x$, which is also a $k$-isomorphism. Usually, the map $\phi_{3}: \mathbb{Z}_{p} \rightarrow \mathbb{Z}$ which sends the corresponding residue to the interval $\{0,1, \ldots, p\}$ is not a Freiman homomorphism. However, it is a $k$-homomorphism when restricted to an interval of the form
$I_{j}=\left(\frac{(j-1) p}{k}, \frac{j p}{k}\right], 1 \leq j \leq k$. Finally, for any prime $N$, the reduction map $\phi_{4}: \mathbb{Z} \rightarrow \mathbb{Z}_{N}$ $(\bmod N)$, is a $k$-homomorphism.
For each $1 \leq q \leq p-1$, we find a subset $A_{q}$ of $A,\left|A_{q}\right| \geq \frac{|A|}{k}$ such that $\forall a \in A_{q}, q a(\bmod p)$ lie in an interval of the type $I_{j}$, for some $1 \leq j \leq k$ (by pigeonhole principle). Therefore, we have the composition of maps

$$
\mathbb{Z} \xrightarrow{\phi_{1}} \mathbb{Z}_{p} \xrightarrow{\phi_{2}(q)} \mathbb{Z}_{p} \xrightarrow{\phi_{3}} \mathbb{Z} \xrightarrow{\phi_{4}} \mathbb{Z}_{N}
$$

which is a $k$-homomorphism when restricted to $A_{q}$, because the composition of $k$-homomorphisms gives a $k$-homomorphism. To conclude the proof, we need to find a $q$ for each the map $\phi=\phi_{4} \circ \phi_{3} \circ \phi_{2}(q) \circ \phi_{1}, \phi: A_{q} \rightarrow \mathbb{Z}_{N}$ is a $k$-isomorphism.

If $\phi$ is not a $k$-isomorphism, then $\exists a_{1}, \ldots, a_{k}, b_{1}, \ldots, b_{k} \in A_{q}$ such that

$$
\phi\left(a_{1}\right)+\cdots+\phi\left(a_{k}\right)=\phi\left(b_{1}\right)+\cdots+\phi\left(b_{k}\right) \quad \text { but } \quad \sum_{i=1}^{k} a_{i} \neq \sum_{i=1}^{k} b_{i}
$$

Note $s=a_{1}+\cdots+a_{k}-b_{1}-\cdots-b_{k}$. This means that

$$
q\left(a_{1}+\cdots+a_{k}\right) \neq q\left(b_{1}+\cdots+b_{k}\right) \quad(\bmod p)
$$

so $q s \not \equiv 0(\bmod p)$, but

$$
\begin{equation*}
(q s(\bmod p)) \equiv 0 \quad(\bmod N) \tag{34}
\end{equation*}
$$

Next, we fix $s$. We know $s \not \equiv 0(\bmod p)$. As $q$ ranges over $\{1,2, \ldots, p-1\}$, $q s(\bmod p)$ also covers $\{1,2, \ldots, p-1\}$. Equation $(34)$ holds if $N$ divides $(q s(\bmod p))$, which can happen for at most $\frac{p-1}{N}$ values of $q$. But $s \in(k A-k A) \backslash\{0\}$, so by assumption there are at most $C|A|$ values $s$ can attain. So there are at most $C|A|(p-1) / N$ values values for $q$ for which $\phi$ is not a $k$-isomorphism, and $C|A|(p-1) / N<p$ when $N>C|A|$.

### 5.2 Proof of Freiman theorem

In this subsection we will put the results obtained so far together in order to obtain the desired result. We combine results from different areas, just another example how connected and surprising mathematics is.

Theorem 5.5 Let $A \in \mathbb{Z},|A|=n$ such that $|A+A| \leq C n$. Then $2 A-2 A$ contains a proper $G A P$ of dimension d at most $2^{11} C \log C$ and size at least $C^{16}\left(\frac{1}{20 d}\right)^{d} n$.

Proof From Plünnecke-Ruzsa inequality, it follows that $|8 A-8 A| \leq C^{16} n$. Next, we apply Ruzsa Embedding Lemma with $k=8$. Choose a prime $N \in\left(C^{16} n, 2 C^{16} n\right.$ ] (such a prime exists by Bertrand's postulate). Hence there exists $A^{\prime} \subseteq A,\left|A^{\prime}\right| \geq \frac{n}{8}$ such that $A^{\prime} \cong{ }_{8} X$, where $X \subseteq \mathbb{Z}_{N}$. Now

$$
\begin{equation*}
|X|=\left|A^{\prime}\right| \geq \frac{n}{8} \geq \frac{N}{16 C^{16}} \tag{35}
\end{equation*}
$$

Moreover, $A^{\prime} \cong_{8} X \Longrightarrow A^{\prime} \cong_{2} X$ (by remark 3 ), so $\left|A^{\prime}+A^{\prime}\right|=|X+X|$. So

$$
|X+X|=\left|A^{\prime}+A^{\prime}\right| \leq|A+A| \leq C|A| \leq 8 C\left|A^{\prime}\right|=8 C|X|
$$

Now we can apply Theorem 2.10. We know from (35) that $\alpha$ from the statement of the Theorem 2.10 satisfies $\frac{1}{\alpha} \leq 16 C^{16}$. Hence $2 X-2 X$ contains a Bohr neighbourhood $B(K, \delta)$, such that

$$
d=|K| \leq 2^{11} C \log C
$$

and

$$
\delta \geq \frac{1}{20}|K| \geq\left(2^{16} C \log C\right)^{-1}
$$

By Proposition $4.8, B(K, \delta)$ contains a proper GAP of order $d$ and size at least

$$
\left(\frac{\delta}{d}\right)^{d} N \geq\left(\frac{1}{20 d}\right)^{d} N \geq C^{16}\left(\frac{1}{20 d}\right)^{d} n
$$

Hence $2 X-2 X$ contains a proper GAP of dimension $d \leq 2^{11} C \log C$ and size at least $C^{16}\left(\frac{1}{20 d}\right)^{d} n$.
The fact that $A^{\prime} \cong_{8} X$ implies that $2 A^{\prime}-2 A^{\prime} \cong_{2} 2 X-2 X$ (by 5.2). As Freiman isomorphisms preserve GAPs (by 5.3), $2 A^{\prime}-2 A^{\prime}$ contains the desired GAP.

Next we provide an algorithm to find a GAP such that $\bar{P}$ such that $A \subseteq \bar{P}$ if we know that $|A+A| \leq C|A|$ and that $2 A-2 A$ contains a GAP.

Proposition 5.6 Let $A \subseteq \mathbb{Z},|A|=n$ such that $|A+A| \leq C n$ and $2 A-2 A$ contains a proper $G A P P$ of size dimension $d$ and size $\beta$ n. Then $A$ is contained in a GAP of size at most $d+20 C \log \left(C^{4} / \beta\right)$ and dimension at most $2^{d} \beta\left(C^{4} / \beta\right)^{40 C} n$.
Proof Let $P_{0}=P$. We assume there exists $R_{0} \subseteq A$ such that $\left|R_{0}\right|=10 C$ and

$$
\left(P_{0}+x\right) \cap\left(P_{0}+y\right)=\emptyset \quad \text { for } x, y \in R_{0}, x \neq y
$$

We define $P_{1}=P_{0}+R_{0}$. Therefore we have $\left|P_{1}\right|=10 C|P|$.
Next, we assume there exists $R_{1} \subseteq A,\left|R_{1}\right|=10 C$ such that

$$
\left(P_{1}+x\right) \cap\left(P_{1}+y\right)=\emptyset \quad \text { for } x, y \in R_{1}, x \neq y
$$

We define $P_{2}=P_{1}+R_{1}$. So we must have $\left|P_{2}\right|=\left|P_{1}\right|\left|R_{1}\right|=(10 C)^{2}|P|$. Continue in this way.
If the algorithm can be iterated $t$ times, we obtain

$$
P_{t}=P+R_{0}+\cdots+R_{t-1} \subseteq 2 A-2 A+t A
$$

Using Plünnecke-Ruzsa inequality 3.8 we obtaint that $\left|P_{t}\right| \leq C^{4+t} n$. Bu we know that

$$
\left|P_{t}\right|=(10 C)^{t}|P|=\beta(10 C)^{t} n
$$

Therefore

$$
\beta(10 C)^{t} \leq C^{4+t}
$$

which implies

$$
\begin{equation*}
t \leq \log \left(\frac{C^{4}}{\beta}\right) \tag{36}
\end{equation*}
$$

so the algorithm is finite.
After $t$ steps, $R_{t}$ cannot be defined, so we have $R_{t}^{\prime} \subseteq A,\left|R_{t}\right|<10 C$ maximal subject to the translates $P_{t}+x, x \in R_{t}^{\prime}$ being disjoint. Therefore, for any $a \in A$, there exists $x \in R_{t}^{\prime}$ such that

$$
\left(P_{t}+a\right) \cap\left(P_{t}+x\right) \neq \emptyset
$$

hence

$$
\begin{equation*}
A \subseteq P_{t}-P_{t}+R_{t}^{\prime} \subseteq(P-P)+\left(R_{0}-R_{0}\right)+\cdots+\left(R_{t-1}-R_{t-1}\right)+R_{t}^{\prime} \tag{37}
\end{equation*}
$$

As we've seen earlier in the project, if $S=\left\{s_{1}, \ldots, s_{k}\right\}$ is a subset of an additive group, we define the cube $\bar{S}$ the cube spanned by $S$, which is the set of elements of the form $\sum_{i=1}^{k} \epsilon_{i} s_{i}$,
where $\epsilon_{i} \in\{-1,0,1\}$. Then we observe that $\bar{S}$ is a GAP of dimension $k$ and size at most $3^{k}$ and in particular $S-S \subseteq \bar{S}$.

So from (37), it follows that $A \subset Q$, where $Q$ is the GAP

$$
Q=P-P+\overline{R_{0}}+\cdots+\overline{R_{t-1}}+\overline{R_{t}^{\prime}}
$$

We now calculate the dimension of $Q$ :

$$
\begin{aligned}
\operatorname{dim}(Q) & \leq \operatorname{dim}(P)+\sum_{j=0}^{t-1}\left|R_{j}\right|+\left|R_{t}^{\prime}\right| \\
& \leq d+10 C(t+1) \\
& \leq d+20 C \log \left(\frac{C^{4}}{\beta}\right) \quad(\text { from }(36))
\end{aligned}
$$

We now look at the size of $Q$. First, note that the fact that $P$ is proper implies that $|P-P|=$ $2^{d}|P|$. Hence

$$
\begin{aligned}
|Q| & \leq|P-P| \prod_{j=0}^{t-1} 3^{\left|R_{i}\right|} 3^{\left|R_{t}^{\prime}\right|} \\
& \leq 2^{d} 3^{10 C(t+1)}|P| \\
& \leq 2^{d} 3^{20 C \log \left(C^{4} / \beta\right)} C^{4} n \quad(\text { using }(3.8) \text { as } P \subseteq 2 A-2 A) \\
& \leq 2^{d}\left(\frac{C^{4}}{\beta}\right)^{40 C} n
\end{aligned}
$$

All we have left to do is to combine the previous 2 propositions to obtain our bounds. Our aim is not to obtain the sharpest constants, so the inequalities will be very crude. The order of magnitude is important in out approach. For instance, we know that $d \leq 2{ }^{11} C \log C$, therefore

$$
\begin{aligned}
\log \left(C^{16}\left(\frac{1}{20 d}\right)^{d}\right) & \geq 16 \log C-d(\log 20+\log d) \\
& \geq 16 \log C-2^{11} C \log C\left(3+\log 2^{11}+\log C+\log (\log C)\right) \\
& \geq-2^{15} C(\log C)^{2}
\end{aligned}
$$

So we can guarantee $\beta \geq \exp \left(-2^{15} C(\log C)^{2}\right)$. Now we have

$$
\begin{aligned}
\operatorname{dim}(Q) & \leq d+20 C \log \left(\frac{C^{4}}{\beta}\right) \\
& \leq 2^{11} C \log C+80 C \log C+20 C 2^{15} C(\log C)^{2} \\
& \leq 2^{21} C^{2}(\log C)^{2}
\end{aligned}
$$

Also,

$$
\begin{aligned}
\log \left(2^{d}\left(\frac{C^{4}}{\beta}\right)^{40 C}\right) & \leq d+160 C \log C+40 C 2^{15} C(\log C)^{2} \\
& \leq 2^{21} C^{2}(\log C)^{2}
\end{aligned}
$$

Using these crude approximations, we have this version of Freiman's theorem:
Theorem 5.7 (Freiman's theorem) Let $A \subseteq \mathbb{Z},|A|=n$ and suppose that $|A+A| \leq$ $C n$. Then $A$ is contained in a GAP of dimension at most $\alpha_{1} C^{2}(\log C)^{2}$ and size at most $\exp \left(\alpha_{2} C^{2}(\log C)^{2}\right) n\left(\right.$ where $\left.\alpha_{1}, \alpha_{2} \leq 2^{21}\right)$.
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