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## 1 Introduction

Let $p_{n}$ denote the $n$-th prime, and we define

$$
G(X):=\max _{p_{n+1} \leq X}\left(p_{n+1}-p_{n}\right)
$$

Our goal is to find a lower bound for $G(X)$ as good as possible. First, we note that from the prime number theorem we obtain

$$
G(X) \geq(1+o(1)) \log X
$$

since the average gap between primes less than $X$ is $\sim \log X$. The first significant improvement was achieved by Westzynthius [16] in 1931, who showed that the largest gap between consecutve can be an arbitrarily large constant of the average gap, i.e.

$$
\lim _{X \rightarrow \infty} \frac{G(X)}{\log X}=\infty
$$

In 1936, Erdős and Rankin [15] showed that

$$
G(X) \geq(c+o(1)) \frac{\log X \log _{2} X \log _{4} X}{\left(\log _{3} X\right)^{2}}
$$

with the constant $c=1 / 3$. As it is standard in the subject, we denote $\log _{2} x=\log \log x, \log _{3} x=$ $\log \log \log x$ and so on. During the following years, there were many improvements for the constant $c$. A significant breakthrough occurred in 2014, when Ford, Green, Konyagin and Tao [5] and independently Maynard [14] proved that $c$ could be taken arbitrarily large. This asked a long standing conjecture of Erdős. After that, the 5 authors joined forces and obtained the following improvement [6]:
Theorem 1.1 For $X$ large enough,

$$
\begin{equation*}
G(X) \gg \frac{\log X \log _{2} X \log _{4} X}{\log _{3} X} \tag{1.1}
\end{equation*}
$$

It is believed that the result above is the best obtainable with current methods.
We have the following conjectures regarding $G(X)$. Using a basic probabilistic model of primes, Cramer conjectured that

$$
\limsup _{X \rightarrow \infty} \frac{G(X)}{(\log X)^{2}}=1
$$

Using a refinement of Cramer's model, Granville [8] conjectured that in fact

$$
\limsup _{X \rightarrow \infty} \frac{G(X)}{(\log X)^{2}} \geq 2 e^{-\gamma}
$$

The best unconditional upper bound for $G(X)$ is $G(X) \ll X^{0.525}$ by Baker, Harman and Pintz [1]. Assuming the Riemann Hypothesis, the best known upper bound is $G(X) \ll X^{1 / 2} \log X$. We remark that there is a lot of room for improvement in both the upper bounds and the lower bounds.

The goal of this project is to provide a clear exposition of the proof of Theorem 1.1. There are two key ingredients in the proof. Firstly, we need an efficient hypergraph covering theorem, on which we will concentrate in Section 4. Secondly, we need a uniform version of the multidimensional sieve approach, which was developed in [13]. This process will be described in Section 5. We will describe our plan of attack in Section 2, whilst everything will carefully be put together in Section 6.

## 2 Heuristics and outline of the proof

All works on lower bounds of $G(X)$ have the same starting point. We want to rephrase our problem such that it becomes a problem about sieving an interval with residue classes modulo small primes.

Definition 2.1 Let $x$ be a positive integer. We define $y(x)$ to be the largest integer $y$ such that one may select one residue class $\left(a_{p} \bmod p\right)$, for each $p \leq x$, which "sieve out" the interval $[y]=\{1,2, \ldots, y\}$.
Lemma 2.2 Let $P(x)=\prod_{p \leq x} p$. Then

$$
G(P(x)+x+y(x)) \geq y(x)
$$

Proof Select residue classes $\left(a_{p} \bmod p\right)$ for $p \leq x$, which cover [y]. Using the Chinese Remainder theorem, we find $m$ with $x<m \leq x+P(x)$ such that $m \equiv-a_{p}(\bmod p)$, for all $p \leq x$. Then, for $1 \leq t \leq y$, there exists some $p$ such that $t \equiv a_{p}(\bmod p)$, and hence $m+t \equiv-a_{p}+a_{p} \equiv 0(\bmod p)$. Therefore $p \mid m+t$ and $m+t>x \geq p$, hence $m+t$ composite, for $1 \leq t \leq y$, which gives us $y$ consecutive composite numbers.
Remark Our function $y(x)$ is very similar to the Jacobsthal function $j(x)$. If $x$ is a positive integer, then $j(x)$ is the maximal gap between numbers coprime with $x$. Similar as in the proof of Lemma 2.2, using the Chinese remainder theorem we see that

$$
y(x)=j(P(x))
$$

From the prime number theorem, we know that $P(x)=\exp ((1+o(1)) x)$. Since $y(x)=e^{o(1) x}$, an immediate consequence of Lemma 2.2 is that

$$
G(x) \geq y((1+o(1)) \log x)
$$

Hence, our goal is that, given an integer $x$, to find $y$ as large as possible such that we cover $[y]$ with residue classes modulo primes less than $x$. Hence, in order to prove Theorem 1.1, we can take

$$
\begin{equation*}
y:=c x \frac{\log x \log _{3} x}{\log _{2} x} \tag{2.1}
\end{equation*}
$$

where $c$ is a small fixed positive constant.
Our goal is to cover $[y]$ by residue classes $\left(a_{p} \bmod p\right)$, for $p \leq x$. We fix a number $z$ we select later. We select our residue classes $\left(a_{p} \bmod p\right)$ in 4 steps:

1. $a_{p}=0$ for $p \in\left[2, \log ^{10} x\right] \cup(z, x / 4]$
2. Random uniform choice for $a_{p}, p \in\left(\log ^{10} x, z\right]$
3. Strategic choice conditional on step 2 for $p \in(x / 4, x / 2]$
4. Use $a_{p}$ for each $x / 2<p \leq x$ to cover each one remaining element.

Let's first discuss the final step, which is the simplest. Suppose that after the first three steps the number of survivors left in $[y]$ is less than the number of primes considered in step 4 . Then one can finish off by using each prime in step 4 to remove one of the surviving elements by appropriate choice of ( $a_{p} \bmod p$ ), for $x / 2<p \leq x$. By the prime number theorem, it will be enough if we can show that steps 1-3 leave at most $x /(3 \log x)$ numbers unsieved.

Now we look at the first step. The elements left uncovered are a subset of the $z$-smooth numbers (which are few for appropriate $z$ ) and primes greater than $x / 4$, since $(x / 4) \log ^{10} x>y$. We expect to be left with $\approx y / \log y \approx y / \log x$ numbers uncovered. This is much better than the typical choice,

$$
y \prod_{2 \leq p \leq \log ^{10} x}\left(1-\frac{1}{p}\right) \prod_{z<p \leq x / 4}\left(1-\frac{1}{p}\right) \approx y \frac{\log z}{\log _{2} x \log x}
$$

if $z$ is large enough. We want to choose $z$ as large as possible such that $\Psi(y, z)=o(x / \log x)$ (so that they can be covered in the final step). $\Psi(y, z)$ denotes the number of $z$-smooth numbers less than $y$. For this purpose, we use the following lemma to find an upper bound for $z$-smooth numbers:
Lemma 2.3 Let $u:=\frac{\log y}{\log z}$ and assume $3 \log u<\log z$. Then we can bound the number of $z$-smooth numbers in [y] by

$$
\Psi(y, z) \ll e^{-u \log u+u} y \log z
$$

Proof Let $0<\sigma<1$ be a quantity to be optimised later. We see that $(y / n)^{\sigma} \geq 1$ for all $n \leq y$ and $(y / n)^{\sigma}>0$, for all $n>y$. Let $P(n)$ denote the largest prime factor of $n$. Then

$$
\Psi(y, z)=\sum_{\substack{1 \leq n \leq y \\ P(n) \leq z}} 1 \leq \sum_{\substack{n \geq 1 \\ P(n) \leq z}}\left(\frac{y}{n}\right)^{\sigma}=y^{\sigma} \sum_{\substack{n \geq 1 \\ P(n) \leq z}} \frac{1}{n^{\sigma}}=y^{\sigma} \prod_{p \leq z}\left(1-\frac{1}{p^{\sigma}}\right)^{-1}
$$

Denote

$$
\zeta(\sigma, z)=\prod_{p \leq z}\left(1-\frac{1}{p^{\sigma}}\right)^{-1}
$$

We choose

$$
\begin{equation*}
\sigma=1-\frac{u \log u}{\log y}=1-\frac{\log u}{\log z}>\frac{1}{2} \tag{2.2}
\end{equation*}
$$

Hence

$$
\log \zeta(\sigma, s)=\sum_{p \leq z} \frac{1}{p^{\sigma}}+O(1)
$$

Now

$$
\sum_{p \leq z} \frac{1}{p^{\sigma}}=\sum_{p \leq z}\left(\frac{1}{p^{\sigma}}-\frac{1}{p}\right)+\log \log z+O(1)
$$

using Mertens' theorem. So we are left with evaluating the sum on the right hand side.

$$
\sum_{p \leq z}\left(\frac{1}{p^{\sigma}}-\frac{1}{p}\right)=\sum_{p \leq z}\left(\frac{p^{1-\sigma}-1}{p}\right)=\sum_{p \leq z}\left(\frac{\exp \left(\frac{\log p \log u}{\log z}\right)-1}{p}\right)
$$

using (2.2). Next, we use the convexity inequality

$$
\exp (c t)-1 \leq(\exp (c)-1) t
$$

which holds for $c>0$ and $0 \leq t \leq 1$. We apply with $c=\log u$ and $t=\log p / \log z$ to obtain that

$$
\sum_{p \leq z}\left(\frac{1}{p^{\sigma}}-\frac{1}{p}\right) \leq \frac{u}{\log z} \sum_{p \leq z} \frac{\log p}{p}=\frac{u}{\log z}(\log z+O(1))=u+O(1)
$$

where we have used Mertens' theorem again. Putting everything together we obtain

$$
\log \zeta(\sigma, z) \leq \log \log z+u+O(1)
$$

Hence

$$
\Psi(y, z) \ll e^{-u \log u+u} y \log z
$$

Remark In fact, it is known that in the range $\log ^{3} y \leq z \leq y$, we have that

$$
\Psi(y, z) \sim e^{-u \log u+O(u \log \log (3 u))} y
$$

which is a theorem of de Bruijn [3]. However, this stronger asymptotic behaviour doesn't improve our bounds and the lemma above will suffice.

Since $c x \leq y \leq c x \log x$, a very efficient choice of $z$ is

$$
\begin{equation*}
z:=x^{\log _{3} x / 4 \log _{2} x} \tag{2.3}
\end{equation*}
$$

so that $u \sim 4 \frac{\log _{2} x}{\log _{3} x}$ and $u \log u \sim 4 \log _{2} x$. Applying Lemma 2.3 we obtain

$$
\Psi(y, z) \ll e^{-u \log u+u} y \log z \ll \frac{y}{\log ^{4+o(1)} x} \log x \frac{\log _{3} x}{\log _{2} x}=o\left(\frac{x}{\log x}\right)
$$

as desired.

Hence essentially we are left with

$$
\mathscr{Q}:=\{p \text { prime }: x / 4<p \leq y\}
$$

which we want to cover in steps 2 and 3 up to $O(x / \log x)$ survivors.
For step 2, we choose $\left(a_{p} \bmod p\right)$ uniform at random, for each prime $\log ^{10} x<p \leq z$. Denote

$$
\begin{equation*}
\mathscr{S}:=\left\{p \text { prime }: \log ^{10} x<p \leq z\right\} \tag{2.4}
\end{equation*}
$$

the primes used in step 2 and

$$
\begin{equation*}
\mathscr{P}=\{p \text { prime }: x / 4<p \leq x / 2\} \tag{2.5}
\end{equation*}
$$

the primes which we use in step 3.
We take residue classes $\vec{a}=\left(a_{s} \bmod s\right)_{s \in \mathscr{S}}$ chosen with equal probability and we define the respective random variable $\overrightarrow{\mathbf{a}}$. Let

$$
S(\vec{a})=\left\{n \in \mathbb{Z}: n \not \equiv a_{s} \quad(\bmod s) \text { for all } s \in \mathscr{S}\right\}
$$

and let

$$
\begin{equation*}
\mathscr{Q}(\vec{a}):=\mathscr{Q} \cap S(\vec{a}) \tag{2.6}
\end{equation*}
$$

the elements left unsieved after step 2 . We expect that step 2 will sparsify $\mathscr{Q}$ by a factor of

$$
\sigma:=\prod_{\log ^{10} x<p \leq z}\left(1-\frac{1}{p}\right) \sim \frac{10 \log _{2} x}{\log z}=40 \frac{\log _{2}^{2} x}{\log x \log _{3} x}
$$

Indeed, we will see that, with high probability,

$$
|\mathscr{Q}(\vec{a})| \sim \sigma \frac{y}{\log y} \sim 40 c \frac{x \log _{2} x}{\log x}
$$

Note that if we had $\sigma \frac{y}{\log y} \ll \frac{x}{\log x}$, we would be finished by having each prime greater than $x / 4$ to cover one surviving element (same as described in step 4). This is actually the argument of Erdős and Rankin which gives a value of $y$ smaller by an order of $\log _{2} x$. Hence we would like that the average number of survivors sieved by primes in step 3 is about $\log _{2} x$.
We return to our problem. We want to choose $\left(r_{p} \bmod p\right)$ for $p \in \mathscr{P}$ such that

- The sets $R_{p}:=\left\{n \in \mathscr{Q}(\vec{a}): n \equiv r_{p}(\bmod p)\right\}$ are large on average, for all $p \in \mathscr{P}$
- $\bigcup_{p \in \mathscr{P}} R_{p}$ covers most of $\mathscr{Q}(\vec{a})$ efficiently (little overlap)

Sets of the type $R_{p}$ are hard to describe and to work with. Instead, we fix an admissible $k$-tuple $1 \leq h_{1}<\cdots<h_{k} \ll k^{2}$, where $k$ will be determined later. For example, let $h_{1}, \ldots, h_{k}$ be the first $k$ primes larger than $k$, i.e. $h_{i}=p_{\pi(k)+i}$. We want to work with the sets of the form

$$
e_{p}(n, \vec{a}):=\left\{n+h_{i} p: 1 \leq i \leq k\right\} \cap \mathscr{Q}(\vec{a})
$$

For each $\vec{a}$, we want to construct random variables $\left(\mathbf{n}_{p}(\vec{a})\right)_{p \in \mathscr{P}}$ and corresponding random sets

$$
\mathbf{e}_{p}(\vec{a}):=\left\{\mathbf{n}_{p}+h_{i} p: 1 \leq i \leq k\right\} \cap \mathscr{Q}(\vec{a})
$$

such that the sets $\mathbf{e}_{p}(\vec{a})$ are large on average and have little overlap. The random variables $\mathbf{n}_{p}(\vec{a})$ (and hence also $\left.\mathbf{e}_{p}(\vec{a})\right)$ will be defined depending on a fixed $\vec{a}$ in the range of $\overrightarrow{\mathbf{a}}$. So when we work with $\mathbf{n}_{p}$, we consider $\vec{a}$ fixed. In order to construct $\left(\mathbf{n}_{p}\right)(\vec{a})$, we will use sieve weights methods which appeared firstly in [12] and then further developed in [13], [2] and [14].
Heuristically, we will show that $\left|\mathbf{e}_{p}(\vec{a})\right| \gg \log _{2} x$ on average and that they have very little overlap.
Hence, we expect

$$
\left|\bigcup_{p \in \mathscr{P}} \mathbf{e}_{p}(\vec{a})\right| \gg|\mathscr{P}| \log _{2} x \gg \frac{x \log _{2} x}{\log x} .
$$

Since we expect $|\mathscr{Q}(\vec{a})| \sim \sigma \frac{y}{\log x}$, we are done if

$$
\sigma \frac{y}{\log x} \leq c \frac{x \log _{2} x}{\log x}
$$

This justifies our choice for $y$ in (2.1).
Indeed, we will prove the following theorem, which tells us that the sets $\mathbf{e}_{p}(\vec{a})$ are large enough on average and "well-distributed":
Theorem 2.4 For $k \leq(\log x)^{1 / 5}$ and $\left(h_{1}, \ldots, h_{k}\right)$ admissible set with $h_{i} \ll k^{2}$ for all $i$, we have that with probability $1-o(1)$ in $\overrightarrow{\mathbf{a}}$, we can construct random variables $\left(\mathbf{n}_{p}(\vec{a})\right)_{p \in \mathscr{P}}$ such that

- (Sets are large enough) For all $p \in \mathscr{P}$, we have that

$$
\mathbb{E}\left(\left|\mathbf{e}_{p}(\vec{a})\right|\right) \gg \log k
$$

- (Sparsity) For all $p \in \mathscr{P}$ and $q \in \mathscr{Q}$, we have

$$
\mathbb{P}\left(q \in \mathbf{e}_{p}(\vec{a})\right) \ll x^{-3 / 5}
$$

- (Small overlap) For distinct $q_{1}, q_{2} \in \mathscr{Q}$,

$$
\sum_{p \in \mathscr{P}} \mathbb{P}\left(q_{1}, q_{2} \in \mathbf{e}_{p}(\vec{a})\right) \ll x^{-3 / 5}
$$

- (Elements covered more than once in expectation) There exists a universal constant $C>1$ such that for almost all $q \in \mathscr{Q}(\vec{a})$,

$$
\sum_{p \in \mathscr{P}} \mathbb{P}\left(q \in \mathbf{e}_{p}(\vec{a})\right) \sim C
$$

Theorem 2.4 informally says that for almost all $\vec{a}$, we can construct random variables $\mathbf{n}_{p}(\vec{a})$ such that the probability of $q \in \mathscr{Q}$ to belong to $\mathbf{e}_{p}(\vec{a})$ is small; intersections between $\mathbf{e}_{p}(\vec{a})$ are very small; but that for almost all $q \in \mathscr{Q}$, the sum of probabilities is around the same.

We can think of $\mathscr{Q}(\vec{a})$ as the vertices of an hypergraph and $\mathbf{e}_{p}(\vec{a})$ as random edges in the hypergraph, i.e. random subsets of $\mathscr{Q}(\vec{a})$. Heuristically, we know that all edges are small $\left(\left|\mathbf{e}_{p}(\vec{a})\right| \leq k\right)$, the degree of each vertex is small on average, there is very little overlap and that each vertex is covered in average at least once. We would like to deduce that we find an efficient covering of the vertices. This will be the subject of Section 4.

## 3 Probability notational conventions and useful lemmas

We will use boldface symbol (such as $\mathbf{X}$ or $\mathbf{a}$ ) to denote random variables. All the random variables we consider will be discrete. The range or the support of $\mathbf{X}$ are all values $X$ such that $\mathbb{P}(\mathbf{X}=X)>0$. We will use non-boldface symbols such as $X$ or $a$ to denote elements in the support of random variables.

Let $E$ is an event of non-zero probability. For any event $F$, we denote

$$
\mathbb{P}(F \mid E):=\frac{\mathbb{P}(F \wedge E)}{\mathbb{P}(E)}
$$

and for any real-valued random variable $\mathbf{X}$,

$$
\mathbb{E}(\mathbf{X} \mid E):=\frac{\mathbb{E}\left(\mathbf{X} 1_{E}\right)}{\mathbb{P}(E)}
$$

We recall the classical inequalities of Markov in Chebyshev. Let $\mathbf{X}$ be a positive real valued random variable and $\mu=\mathbb{E} \mathbf{X}$. Then for $\lambda>0$, we have that

$$
\mathbb{P}(\mathbf{X} \geq \lambda) \leq \frac{\mu}{\lambda}
$$

and

$$
\mathbb{P}\left(|\mathbf{X}-\mu| \geq \lambda \sqrt{\mathbb{E}|\mathbf{X}-\mu|^{2}}\right) \leq \frac{1}{\lambda^{2}}
$$

We will use the following lemma several times:
Lemma 3.1 Let $A>0$ and $0 \leq \epsilon \leq 1$ and $\mathbf{X}$ a random variable such that $\mu=\mathbb{E} \mathbf{X}=A\left(1+O_{\leq}(\epsilon)\right)$ and $\mathbb{E} \mathbf{X}^{2}=A^{2}\left(1+O_{\leq}(\epsilon)\right)$. Then, for any $\delta>\epsilon$, we have that

$$
\mathbb{P}(|\mathbf{X}-A| \geq \delta A) \leq \frac{4 \epsilon}{(\delta-\epsilon)^{2}}
$$

Proof We first see that we can easily bound the variance

$$
\operatorname{Var}(\mathbf{X})=\mathbb{E}|\mathbf{X}-\mu|^{2}=\mathbb{E} \mathbf{X}^{2}-\mu^{2}=A^{2}\left(1+O_{\leq}(\epsilon)\right)-A^{2}\left(1+O_{\leq}\left(2 \epsilon+\epsilon^{2}\right)\right) \leq 4 \epsilon A^{2}
$$

Next, using Chebyshev's inequality, we obtain

$$
\mathbb{P}(|\mathbf{X}-A| \geq \delta A) \leq \mathbb{P}(|\mathbf{X}-\mu| \geq(\delta-\epsilon) A) \leq \frac{\operatorname{Var}(\mathbf{X})}{(\delta-\epsilon)^{2} A^{2}} \leq \frac{4 \epsilon}{(\delta-\epsilon)^{2}}
$$

This lemma is very useful for showing that a random variable is very concentrated once we know estimates for the first and the second moment. Most of the time, we will have estimates of the form $\mathbb{E X}=$ $A(1+O(e))$ and $\mathbb{E} \mathbf{X}^{2}=A(1+O(e))$, for some very small $\epsilon$. Then by taking $\delta=\epsilon^{1 / 3}$, the lemma provides us with

$$
\mathbb{P}\left(|\mathbf{X}-A| \geq \epsilon^{1 / 3} A\right)=O\left(\epsilon^{1 / 3}\right)
$$

We will also need Hoeffding's inequality:
Lemma 3.2 Let $\mathbf{X}_{1}, \ldots, \mathbf{X}_{m}$ be independent random variables such that for all $i, \mathbb{E} \mathbf{X}_{i}=0$ and $\left|\mathbf{X}_{i}\right| \leq B_{i}$ with probability 1. Then, for any $t>0$,

$$
\mathbb{P}\left(\left|\mathbf{X}_{1}+\cdots+\mathbf{X}_{m}\right| \geq t\right) \leq 2 \exp \left(-\frac{t^{2}}{2 \sum_{i=1}^{m} B_{i}^{2}}\right)
$$

## 4 Hypergraph covering lemma

### 4.1 Heuristic discussion

Consider the following general setting. Let $\left(V, E_{i}\right)_{i \in I}$ be a collection of hypergraphs, for some fixed finite set $V$ and $I$ an index set (so for each $i \in I, E_{i}$ is a collection of subsets of $V$ ). We want to select a single edge $e_{i} \in E_{i}$ such that $\bigcup_{i \in I} e_{i}$ covers as much of $V$ as possible. We think of $V \backslash \bigcup_{i \in I} e_{i}$ as a sifted version of $V$, where each $e_{i}$ represents on step in the sieve.

Let's first look at the naive method of choosing random edge $\mathbf{e}_{i}$ uniformly at random from $E_{i}$, independently in $i$. In this case, the probability that a vertex $v \in V$ survives the sieve is

$$
\mathbb{P}\left(v \notin \bigcup_{i \in I} \mathbf{e}_{i}\right)=\prod_{i \in I}\left(1-\mathbb{P}\left(v \in \mathbf{e}_{i}\right)\right)
$$

In practice, we assume that the probabilities $\mathbb{P}\left(v \in \mathbf{e}_{i}\right)$ are small, so $1-\mathbb{P}\left(v \in \mathbf{e}_{i}\right) \approx \exp \left(-\mathbb{P}\left(v \in \mathbf{e}_{i}\right)\right)$. Hence

$$
\mathbb{P}\left(v \notin \bigcup_{i \in I} \mathbf{e}_{i}\right) \approx \exp \left(-d_{I}(v)\right)
$$

where $d_{I}(v)=\sum_{i \in I} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)$. If we have the uniformity assumption $d_{I}(v) \approx d$, for all $v \in V$, then

$$
\mathbb{E}\left|V \backslash \bigcup_{i \in I} \mathbf{e}_{i}\right| \approx|V| \exp (-d)
$$

so we expect that the sifted set $V \backslash \bigcup_{i \in I} \mathbf{e}_{i}$ to have density approximately $\exp (-d)$.
It turns out we can do better than this. Choosing $\mathbf{e}_{i}$ independently is inefficient because it allows for many overlaps between random edges. From now on we denote the random variable $\mathbf{e}_{i}$ to be uniformly at random from $E_{i}$, independently in $i$. We want an optimised choice of a random variable $\mathbf{e}_{i}^{\prime}$ such that we can guarantee that $\mathbf{e}_{i}^{\prime}$ are almost always disjoint. We impose the following uniformity conditions:

- (Edges not too large) For all $i \in I,\left|\mathbf{e}_{i}\right| \leq r$ with probability 1 ;
- (Sparisity) For all $v \in V, \sum_{i \in I} \mathbb{P}\left(v \in \mathbf{e}_{i}\right) \leq d$;
- (Small codegrees) For distinct $v_{1}, v_{2} \in V, \sum_{i \in I} \mathbb{P}\left(v_{1}, v_{2} \in \mathbf{e}_{i}\right) \leq \delta d$, for some small $\delta$.

We use the Rödl nibble method. We partition $I=I_{1} \cup I_{2} \cup \cdots \cup I_{m}$ and proceed in the following way:

- (Nibble 1) Let $I_{1} \subset I$ small. For $i \in I_{1}$, we choose $\mathbf{e}_{i}^{\prime}$ independently uniformly at random (so $\left.\mathbf{e}_{i}^{\prime}=\mathbf{e}_{i}\right)$. Let

$$
\mathbf{W}_{1}:=V \backslash \bigcup_{i \in I_{1}} \mathbf{e}_{i}^{\prime}
$$

Then, for each $v \in V$,

$$
\mathbb{P}\left(v \in \mathbf{W}_{1}\right)=\prod_{i \in I_{1}}\left(1-\mathbb{P}\left(v \in \mathbf{e}_{i}\right)\right) \approx \exp \left(-\sum_{i \in I_{1}} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)\right)=\exp \left(-d_{I_{1}}(v)\right)=: P_{1}(v)
$$

where $d_{I_{1}}(v):=\sum_{i \in I_{1}} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)$. Then $\mathbb{E}\left|\mathbf{W}_{1}\right|=\sum_{v \in V} P_{1}(v)$ and for an small edge $e \subset V$,

$$
\mathbb{P}\left(e \subset \mathbf{W}_{1}\right) \approx \prod_{v \in e} P_{1}(v)=: P_{1}(e)
$$

since we assume we have small codegrees.

- (Nibble 2) Let $I_{2} \subset I \backslash I_{1}$ small. For $i \in I_{2}$, we want to force $\mathbf{e}_{i}^{\prime} \subset \mathbf{W}_{1}$. If $e \in E_{i}$ such that $e \subset \mathbf{W}_{1}$, we choose $\mathbf{e}_{i}^{\prime}=e$ with probability proportional to $1 / P_{1}(e)$. So take

$$
\mathbb{P}\left(\mathbf{e}_{i}^{\prime}=e \mid \mathbf{W}_{1}=W_{1}\right)= \begin{cases}\frac{c_{i}}{P_{1}(e)} & \text { if } e \subset W_{1} \\ 0 & \text { otherwise }\end{cases}
$$

for some normalising constant $c_{i}$, for all $i \in I_{2}$. So $\mathbf{e}_{i}^{\prime}$ is $\mathbf{e}_{i}$ conditioned to to the event $\mathbf{e}_{i}^{\prime} \subset W_{1}$ and then reweighted by $P_{1}\left(\mathbf{e}_{i}\right)$ to compensate for the bias based by the conditioning. Also, they are jointly independent for $i \in I_{2}$. Note that we have a problem if $P_{1}(e)=0$, but this is not expected behavior and we'll treat everything carefully later. Let

$$
\mathbf{W}_{2}:=\mathbf{W}_{1} \backslash \bigcup_{i \in I_{2}} \mathbf{e}_{i}^{\prime} .
$$

Fix $v \in V$. Then we will see that

$$
\mathbb{P}\left(v \in \mathbf{W}_{2}\right) \approx \mathbb{P}\left(v \in \mathbf{W}_{1}\right) \prod_{i \in I_{2}}\left(1-\mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid v \in \mathbf{W}_{1}\right)\right) \approx P_{1}(v) \exp \left(-\frac{\sum_{i \in I_{2}} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)}{P_{1}(v)}\right)=: P_{2}(v)
$$

For a small edge $e \subset V$, we obtain that

$$
\mathbb{P}\left(e \subset \mathbf{W}_{2}\right) \approx \prod_{v \in w} P_{2}(v)=: P_{2}(e)
$$

- (Nibble m) For $i \in I_{m}$ and $e \in E_{i}$ and $e \subset \mathbf{W}_{m-1}$, we choose $\mathbf{e}_{i}^{\prime}=e$ with probability proportional to $1 / P_{m-1}(e)$. Let $\mathbf{W}_{m}=\mathbf{W}_{m-1} \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime}$ and $d_{I_{m}}(v)=\sum_{i \in I_{m}} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)$. Then for all $v \in V$,

$$
\mathbb{P}\left(v \in \mathbf{W}_{m}\right) \approx P_{m-1}(v) \exp \left(-\frac{d_{I_{m}}(v)}{P_{m-1}(v)}\right)=: P_{m}(v)
$$

where and for small $e \subset V$, we have

$$
\mathbb{P}\left(e \subset \mathbf{W}_{m}\right) \approx \prod_{v \in e} P_{m}(v)=: P_{m}(e)
$$

In view of the algorithm described above, it is useful to have the following definitions:
Definition 4.1 Let $\left(V, E_{i}\right)_{i \in I}$ a collection of hypergraphs and for each $i \in I$, let $\mathbf{e}_{i}$ be a random set of $V$ supported on $E_{i}$. Let $I=I_{1} \cup \cdots \cup I_{m}$. For all $j \in[m]$ and $v \in V$ we define the normalised degrees

$$
\begin{equation*}
d_{j}(v):=\sum_{i \in I_{j}} \mathbb{P}\left(v \in \mathbf{e}_{i}\right) \tag{4.1}
\end{equation*}
$$

and then we recursively define $P_{j}(v)$ by setting $P_{0}(v)=1$ and

$$
\begin{equation*}
P_{j+1}(v)=P_{j}(v) \exp \left(-\frac{d_{j+1}(v)}{P_{j}(v)}\right) \tag{4.2}
\end{equation*}
$$

The key idea of the process described above is that for $i, j \in I, \mathbf{e}_{i}^{\prime}$ and $\mathbf{e}_{j}^{\prime}$ will always be disjoint, unless $i$ and $j$ belong to the same nibble. We formalise the process in the following theorem:

Theorem 4.2 Let $D, r, A \geq 1, O<\delta, \kappa \leq 1 / 2$ and $m \geq 0$ an integer. Let $V$ be a finite set. Let $I_{1}, \ldots I_{m}$ be finite index sets, and for each $j \in[m]$ and $i \in I_{j}$, let $\mathbf{e}_{i}$ be a random subset of $V$ such that:

- (Edges not too large) With probability 1 , for all $j \in[m]$ and $i \in I_{j}$

$$
\begin{equation*}
\# \mathbf{e}_{i} \leq r \tag{4.3}
\end{equation*}
$$

- (Sparsity) For all $j \in[m], i \in I_{j}$ and $v \in V$

$$
\begin{equation*}
\mathbb{P}\left(v \in \mathbf{e}_{i}\right) \leq \frac{\delta}{\left|I_{j}\right|^{1 / 2}} \tag{4.4}
\end{equation*}
$$

- (Small codegrees) For all $j \in[m]$ and distinct $v_{1}, v_{2} \in V$

$$
\begin{equation*}
\sum_{i \in I_{j}} \mathbb{P}\left(v_{1}, v_{2} \in \mathbf{e}_{i}\right) \leq \delta \tag{4.5}
\end{equation*}
$$

- (Degree bounds) For $j \in[m]$ and $v \in V$, let $d_{j}(v)$ and $P_{j}(v)$ be defined as in Definition 4.1. Then, for $j \in[m]$ and $v \in V$, we have

$$
\begin{equation*}
d_{j}(v) \leq D P_{j-1}(v) \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{j}(v) \geq \kappa \tag{4.7}
\end{equation*}
$$

- (Smallness bound for $\delta$ ) There exists a universal constant $C_{0} \geq 1$ such that

$$
\begin{equation*}
\delta \leq\left(\frac{\kappa^{A}}{C_{0} \exp (A D)}\right)^{10^{m+2}} \tag{4.8}
\end{equation*}
$$

Then, for all $i \in \cup_{j=1}^{m} I_{j}$, we can find random subsets $\mathbf{e}_{i}^{\prime}$ such that the support of $\mathbf{e}_{i}^{\prime}$ is contained in the support of $\mathbf{e}_{i}$ union with the empty set and for all $0 \leq J \leq m$ and $e \subset V$ with $|e| \leq A-2 r J$, we have

$$
\begin{equation*}
\mathbb{P}\left(e \subset V \backslash \bigcup_{j=1}^{J} \bigcup_{i \in I_{j}} \mathbf{e}_{i}^{\prime}\right)=\left(1+O_{\leq}\left(\delta^{1 / 10^{J+1}}\right)\right) P_{J}(e) \tag{4.9}
\end{equation*}
$$

where $P_{J}(e):=\prod_{v \in e} P_{J}(v)$.
The proof will be described in detail in the next section. We now focus on the main application of it:

Lemma 4.3 Let $f(x)$ such that $\lim _{x \rightarrow \infty} f(x)=\infty$. Let $I$ and $V$ be sets with $|I| \leq x$ and $f(x)^{2} \leq|V| \leq$ $x^{50}$. Let $\delta \leq x^{-1 / 50}$. For each $i \in I$, let $\mathbf{e}_{i}$ be a random subset of $V$ such that

- (Edges not too large) With probability 1 , for all $i \in I$

$$
\begin{equation*}
\# \mathbf{e}_{i} \leq r(x) \tag{4.10}
\end{equation*}
$$

- (Conditions on growth of $f(x)$ and $r(x))$ We have that

$$
\begin{equation*}
r(x) f(x)^{3 / 2} \leq \log x \tag{4.11}
\end{equation*}
$$

- (Sparsity) For all $i \in I$ and $v \in V$

$$
\begin{equation*}
\mathbb{P}\left(v \in \mathbf{e}_{i}\right) \leq \delta x^{-1 / 2} \tag{4.12}
\end{equation*}
$$

- (Small codegrees) For any two distinct $v_{1}, v_{2} \in V$,

$$
\begin{equation*}
\sum_{i \in I} \mathbb{P}\left(v_{1}, v_{2} \in \mathbf{e}_{i}\right) \leq \delta \tag{4.13}
\end{equation*}
$$

- (Elements covered more than once in expectation) For all but at most o $\left(\frac{|V|}{f(x)}\right)$ elements $v \in V$, we have

$$
\begin{equation*}
\sum_{i \in I} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)=C+O_{\leq}\left(\frac{1}{f(x)^{2}}\right) \tag{4.14}
\end{equation*}
$$

for some global constant $C$ satisfying $\frac{5}{4} \log 5 \leq C \ll 1$.
Then, for all $i \in I$ we can find random subsets $\mathbf{e}_{i}^{\prime} \subseteq V$ which is either empty or a subset of $V$ which $\mathbf{e}_{i}$ attains with positive probability such that

$$
\begin{equation*}
\#\left\{v \in V: v \notin \mathbf{e}_{i}^{\prime}, \text { for all } i \in I\right\} \sim \frac{|V|}{f(x)} \tag{4.15}
\end{equation*}
$$

with probability $1-o(1)$.
Before we proceed with the proof, we would like to discuss why this lemma is very useful. Very informally, it states that if we have a collection on hypergraphs such that all edges are small, the degrees are on average small and the codegrees very small, and that if every vertex is covered on average at least once, we can find a very effective almost covering of $V$ with one edge from each hypergraph. If we compare it with the naive approach of choosing uniformly independently at random as discussed in the beginning of the section, we expect that the density of the elements left uncovered is around $\exp (-C)$. This method provides us a density of at most $1 / f(x)$.
We chose to expose this lemma in slightly more generality than in [6] because we have liberty in choosing our parameters $f(x)$ and $r(x)$ that might be useful in further applications. Sometimes it might be useful to have larger bound for the size of edges, which means $r(x)$ larger, and sometimes we might want to guarantee better covering, which means $f(x)$ larger.
We now proceed with the proof of Lemma 4.3 assuming Theorem 4.2.
Proof The number of elements in $V$ that fail (4.14) is $o\left(\frac{|V|}{f(x)}\right)$, so we may discard these elements from $V$ and assume (4.14) holds for all $v \in V$ (it is easy to see that this does not influence our assumptions or the conclusion we want to prove).
Let $m=\left\lfloor\frac{\log f(x)}{\log 5}\right\rfloor$ (so $m$ is the largest integer such that $5^{m} \leq f(x)$ ). We want to find $I_{1}, I_{2}, \ldots I_{m}$ disjoint subsets of $I$ such that uniformly for all $v \in V$ and $j \in[m]$ :

$$
\begin{equation*}
\sum_{i \in I_{j}} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)=5^{1-j} \log 5+O\left(\frac{1}{f(x)^{2}}\right) \tag{4.16}
\end{equation*}
$$

For this purpose, let $\mathbf{t}_{i}$ be uniform in $[0,1]$ and independent for each $i \in I$. Let $\overrightarrow{\mathbf{t}}=\left(\mathbf{t}_{i}\right)_{i \in I}$. Since $C \geq \frac{5}{4} \log 5$, we find disjoint intervals $\mathscr{I}_{1}, \ldots \mathscr{I}_{m}$ in $[0,1]$ with $\left|\mathscr{I}_{j}\right|=\frac{5^{1-j} \log 5}{C}$. We define the random sets

$$
I_{j}(\overrightarrow{\mathbf{t}}):=\left\{i \in I: \mathbf{t}_{i} \in \mathscr{I}_{j}\right\}
$$

For $v \in V, j \in[m]$ and $i \in I$ we consider the independent random variables

$$
\mathbf{X}_{v, i, j}(\overrightarrow{\mathbf{t}})= \begin{cases}\mathbb{P}\left(v \in \mathbf{e}_{i}\right) & \text { if } i \in I_{j}(\overrightarrow{\mathbf{t}}) \\ 0 & \text { otherwise }\end{cases}
$$

Then we clearly have that

$$
\begin{equation*}
\sum_{i \in I} \mathbb{E} \mathbf{X}_{v, i, j}=\sum_{i \in I} \mathbb{P}\left(v \in \mathbf{e}_{i}\right) \mathbb{P}\left(i \in I_{j}(\overrightarrow{\mathbf{t}})=\left|\mathscr{I}_{j}\right| \sum_{i \in I} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)=5^{1-j} \log 5+O_{\leq}\left(\frac{4 / 5}{f(x)^{2}}\right)\right. \tag{4.17}
\end{equation*}
$$

using (4.14). Since $\left|\mathbf{X}_{v, i, j}\right| \leq \delta x^{-1 / 2}$ by (4.12), we apply Lemma 3.2 to obtain

$$
\mathbb{P}\left(\left\lvert\, \sum_{i \in I}\left(\mathbf{X}_{v, i, j}(\overrightarrow{\mathbf{t}})-\mathbb{E} \mathbf{X}_{v, i, j}(\overrightarrow{\mathbf{t}}) \left\lvert\, \geq \frac{1}{f(x)^{2}}\right.\right) \leq 2 \exp \left(-\frac{f(x)^{-4}}{2 \delta^{2} x^{-1}|I|}\right) \leq 2 \exp \left(-\frac{1}{2 \delta^{2} f(x)^{4}}\right) \ll x^{-100}\right.\right.
$$

since $\delta \leq x^{-1 / 50}$ and $f(x) \leq \log x$. Since $|V| \leq x^{50}$ and $m \leq x$, there exists a deterministic choice $\vec{t}$ of $\overrightarrow{\mathbf{t}}$ such that for all $v \in V$ and $j \in[m]$, we have

$$
\begin{equation*}
\left\lvert\, \sum_{i \in I}\left(\mathbf{X}_{v, i, j}(\vec{t})-\mathbb{E} \mathbf{X}_{v, i, j}(\vec{t}) \left\lvert\, \leq \frac{1}{f(x)^{2}}\right.\right.\right. \tag{4.18}
\end{equation*}
$$

Our choice of $\vec{t}$ will give us a deterministic choice for $I_{j}$. Putting together (4.17) and (4.18), we obtain

$$
\begin{equation*}
\sum_{i \in I} \mathbf{X}_{v, i, j}(\vec{t})=\sum_{i \in I_{j}} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)=5^{1-j} \log 5+O_{\leq}\left(\frac{2}{f(x)^{2}}\right) \tag{4.19}
\end{equation*}
$$

for all $v \in V, j \in J$, which is exactly what we wanted to prove in (4.16).
We are now ready to look at the normalised degrees. Since $5^{m} \leq f(x)$, the last equation implies that

$$
d_{I_{j}}(v)=5^{1-j} \log 5\left(1+O_{\leq}\left(\frac{2}{f(x)}\right)\right)
$$

for all $v \in V$ and $j \in[m]$. We prove by induction that

$$
\begin{equation*}
P_{j}(v)=5^{-j}\left(1+O_{\leq}\left(4^{j} / f(x)\right)\right) \tag{4.20}
\end{equation*}
$$

Indeed, it is easy to check for $j=1$ and

$$
\begin{aligned}
P_{j+1}(v) & =P_{j}(v) \exp \left(-d_{I_{j+1}}(v) / P_{j}(v)\right)=5^{-j}\left(1+O_{\leq}\left(4^{j} / f(x)\right)\right) \exp \left(-\frac{5^{-j} \log 5\left(1+O_{\leq}(2 / f(x))\right)}{5^{-j}\left(1+O_{\leq}\left(4^{j} / f(x)\right)\right)}\right) \\
& =5^{-(j+1)}\left(1+O_{\leq}\left(4^{j} / f(x)\right)\right) \exp \left(O_{\leq}\left(2 \cdot 4^{j} / f(x)\right)\right)=5^{-(j+1)}\left(1+O_{\leq}\left(4^{j+1} / f(x)\right)\right)
\end{aligned}
$$

as desired. Hence, since $j \leq m \leq \log f(x) / \log 5$, if we take $\nu=1-\frac{\log 4}{\log 5}$, we obtain that

$$
\begin{equation*}
P_{j}(v)=5^{-j}\left(1+O_{\leq}\left(f(x)^{-\nu}\right)\right) \tag{4.21}
\end{equation*}
$$

for all $v \in V$ and $j \in[m]$.
We check that we satisfy all the conditions of Theorem 4.2. Let $A=2 r m+2$. We see that (4.11) is chosen such that (4.8) is satisfied and all other conditions follow easily. Indeed, let $\kappa=\frac{1}{2 f(x)}$ and $D=1$ to see that (4.6) and (4.7) are satisfied. Also

$$
f(x)^{\frac{\log 10}{\log 5}} r(x) \log f(x) \ll \log x
$$

since $\log 10 / \log 5<3 / 2$ and then (4.8) follows.
Hence, we obtain random variables $\mathbf{e}_{i}^{\prime}$, for $i \in \cup_{j=1}^{m} I_{j}$ such that

$$
\begin{equation*}
\mathbb{P}\left(v \notin \bigcup_{j=1}^{m} \bigcup_{i \in I_{j}} \mathbf{e}_{i}^{\prime}\right)=\left(1+O_{\leq}\left(\delta^{1 / 10^{m+1}}\right)\right) P_{m}(v) \tag{4.22}
\end{equation*}
$$

for all $v \in V$, and

$$
\begin{equation*}
\mathbb{P}\left(v_{1}, v_{2} \notin \bigcup_{j=1}^{m} \bigcup_{i \in I_{j}} \mathbf{e}_{i}^{\prime}\right)=\left(1+O_{\leq}\left(\delta^{1 / 10^{m+1}}\right)\right) P_{m}\left(v_{1}\right) P_{m}\left(v_{2}\right) \tag{4.23}
\end{equation*}
$$

for distinct $v_{1}, v_{2} \in V$. We set $\mathbf{e}_{i}^{\prime}=\emptyset$ for $i \in I \backslash \bigcup_{j=1}^{m} I_{j}$.
We want to use Lemma 3.1 to approximate $\#\left\{v \in V: v \notin \mathbf{e}_{i}^{\prime}\right.$, for all $\left.i \in I\right\}$. For this purpose, we define the random variable

$$
\mathbf{X}:=\#\left\{v \in V: v \notin \mathbf{e}_{i}^{\prime} \text {, for all } i \in I\right\}=\sum_{v \in V} 1_{v \notin \cup_{j=1}^{m} \cup_{i \in I_{j}} \mathbf{e}_{i}^{\prime}}
$$

and we need to approximate $\mathbb{E} \mathbf{X}$ and $\mathbb{E} \mathbf{X}^{2}$. From (4.22) and from the upper bound on $\delta$ we see that

$$
\mathbb{E} \mathbf{X}=\frac{1}{f(x)}\left(1+O\left(f(x)^{-\nu}\right)\right)|V|
$$

and from (4.23) we obtain that

$$
\begin{aligned}
\mathbb{E} \mathbf{X}^{2} & =\frac{1}{f(x)^{2}}\left(1+O\left(f(x)^{-\nu}\right)\right)|V|(|V|-1)+\frac{1}{f(x)^{2}}\left(1+O\left(f(x)^{-\nu}\right)\right)|V| \\
& =\frac{1}{f(x)^{2}}\left(1+O\left(f(x)^{-\nu}\right)\right)|V|^{2}
\end{aligned}
$$

Using that $|V| \geq f(x)^{2}$ we obtain that

$$
\mathbb{P}\left(\left|\mathbf{X}-\frac{|V|}{f(x)}\right| \geq|V| f(x)^{-1-\nu / 3}\right) \ll f(x)^{-\nu / 3}
$$

which implies the conclusion.

### 4.2 Proof of Theorem 4.2

We proceed by induction on $m$. There is nothing to prove for $m=0$, so suppose $m \geq 1$ and that the conclusion is proved for $m-1$. Hence, for $i \in \cup_{j=1}^{m-1} I_{j}$ we find random variables $\mathbf{e}_{i}^{\prime}$ such that

$$
\begin{equation*}
\mathbb{P}\left(e \subset V \backslash \bigcup_{j=1}^{m-1} \bigcup_{i \in I_{j}} \mathbf{e}_{i}^{\prime}\right)=\left(1+O_{\leq}\left(\delta^{1 / 10^{m}}\right)\right) P_{m-1}(e) \tag{4.24}
\end{equation*}
$$

for all $e \subset V$ of cardinality at most $A-2 r(m-1)$. Denote the random variable

$$
\mathbf{W}=V \backslash \bigcup_{j=1}^{m-1} \bigcup_{i \in I_{j}} \mathbf{e}_{i}^{\prime}
$$

Our goal is to find random variables $\mathbf{e}_{i}^{\prime}$, for $i \in I_{m}$, whose support is contained in that of $\mathbf{e}_{i}$ together with the empty set such that

$$
\begin{equation*}
\mathbb{P}\left(e \subset \mathbf{W} \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime}\right)=\left(1+O_{\leq}\left(\delta^{1 / 10^{m+1}}\right)\right) P_{m}(e) \tag{4.25}
\end{equation*}
$$

for all $e \subset V$ with $|e| \leq A-2 r m$. Hence we may assume $A \geq 2 r m$ if we want our theorem to have any meaning.
As discussed earlier, we want to choose $\mathbf{e}_{i}^{\prime}$ with probability proportional to $1 / P_{m-1}(e)$ conditional on $\mathbf{e}_{i} \subset \mathbf{W}$. For this purpose, for each $W$ in the essential range of $\mathbf{W}$ and $i \in I_{m}$, we define the normalisation factor

$$
\begin{equation*}
X_{i}(W)=\sum_{e_{i} \subset W} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \tag{4.26}
\end{equation*}
$$

We want to avoid the cases where $X_{i}(W)=0$. In fact, we will show that $X_{i}(\mathbf{W})$ is very close to 1 with high probability. We define

$$
F_{i}(W)= \begin{cases}1 & \text { if }\left|X_{i}(W)-1\right| \leq \delta^{\frac{1}{3 \times 10^{m}}}  \tag{4.27}\\ 0 & \text { otherwise }\end{cases}
$$

Now we are ready to state the definition of $\mathbf{e}_{i}^{\prime}$. If $F_{i}(W)=0$, we let $\mathbf{e}_{i}^{\prime}=\emptyset$, or in other words, $\mathbb{P}\left(\mathbf{e}_{i}^{\prime}=\emptyset \mid \mathbf{W}=W\right)=1$. Otherwise, if $F_{i}(W)=1$, for each $e_{i} \in E_{i}$ we define

$$
\mathbb{P}\left(\mathbf{e}_{i}^{\prime}=e_{i} \mid \mathbf{W}=W\right)= \begin{cases}\frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{X_{i}(W) P_{m-1}\left(e_{i}\right)} & \text { if } e_{i} \subset W  \tag{4.28}\\ 0 & \text { otherwise }\end{cases}
$$

We check this is a well defined probability distribution:

$$
\sum_{e_{i} \in E_{i}} \mathbb{P}\left(\mathbf{e}_{i}=e_{i} \mid \mathbf{W}=W\right)=\frac{1}{X_{i}(W)} \sum_{e_{i} \in W} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}=1
$$

In order to make the proof easier to follow, we split it into several lemmas. First we check that $F_{i}(W)=1$ with high probability:

## Lemma 4.4

$$
\mathbb{P}\left(F_{i}(\mathbf{W})=1\right)=\mathbb{E}\left(F_{i}(\mathbf{W})\right)=1-O\left(\delta^{\frac{1}{3 \times 10^{m}}}\right)
$$

Proof We see that

$$
\mathbb{P}\left(F_{i}(\mathbf{W})=0\right)=\mathbb{P}\left(\left|X_{i}(\mathbf{W})-1\right| \geq \delta^{\frac{1}{3 \times 10^{m}}}\right)
$$

and this suggests using Lemma 3.1. So we want to provide good approximations for $\mathbb{E} X_{i}(\mathbf{W})$ and $\mathbb{E}\left(X_{i}(\mathbf{W})^{2}\right)$. We begin with the first one:

$$
\begin{aligned}
\mathbb{E} X_{i}(\mathbf{W}) & =\sum_{W} \sum_{e_{i} \subset W} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \mathbb{P}(\mathbf{W}=W)=\sum_{e_{i}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \mathbb{P}\left(e_{i} \subset \mathbf{W}\right) \\
& =\sum_{e_{i}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}\left(1+O_{\leq}\left(\delta^{1 / 10^{m}}\right)\right) P_{m-1}\left(e_{i}\right)=\left(1+O_{\leq}\left(\delta^{1 / 10^{m}}\right)\right)
\end{aligned}
$$

using (4.24). Now we compute the second moment:

$$
\begin{aligned}
\mathbb{E}\left(X_{i}(\mathbf{W})^{2}\right) & =\sum_{W} \sum_{e_{i}, f_{i} \subset W} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \frac{\mathbb{P}\left(\mathbf{e}_{i}=f_{i}\right)}{P_{m-1}\left(f_{i}\right)} \mathbb{P}(\mathbf{W}=W)=\sum_{e_{i}, f_{i}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \frac{\mathbb{P}\left(\mathbf{e}_{i}=f_{i}\right)}{P_{m-1}\left(f_{i}\right)} \mathbb{P}\left(e_{i} \cup f_{i} \subset \mathbf{W}\right) \\
& =\left(1+O_{\leq}\left(\delta^{1 / 10^{m}}\right)\right) \sum_{e_{i}, f_{i}} \mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right) \mathbb{P}\left(\mathbf{e}_{i}=f_{i}\right) \frac{1}{P_{m-1}\left(e_{i} \cap f_{i}\right)}
\end{aligned}
$$

using again (4.24) and that $P_{m-1}\left(e_{i}\right) P_{m-1}\left(f_{i}\right)=P_{m-1}\left(e_{i} \cup f_{i}\right) P_{m-1}\left(e_{i} \cap f_{i}\right)$. We note that $P_{m-1}\left(e_{i} \cap f_{i}\right)$ is 1 if $e_{i} \cap f_{i}=\emptyset$ and it is at least $\kappa^{r}$ otherwise, using (4.7). Hence

$$
\begin{aligned}
\sum_{e_{i}, f_{i}} \mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right) \mathbb{P}\left(\mathbf{e}_{i}=f_{i}\right) \frac{1}{P_{m-1}\left(e_{i} \cap f_{i}\right)} & =1+\sum_{e_{i} \cap f_{i} \neq \emptyset} \mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right) \mathbb{P}\left(\mathbf{e}_{i}=f_{i}\right)\left(\frac{1}{P_{m-1}\left(e_{i} \cap f_{i}\right)}-1\right) \\
& =1+O\left(k^{-r} \sum_{e_{i}} \mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right) \sum_{v \in e_{i}} \mathbb{P}\left(v \in \mathbf{e}_{i}\right)\right)=1+O\left(r \delta k^{-r}\right)
\end{aligned}
$$

where we used (4.4) for the last equality. But it is easy to see from (4.8) that

$$
r k^{-r} \leq A k^{-A} \leq \delta^{-\frac{1}{10^{m+2}}}
$$

which clearly implies $r \delta \kappa^{-r} \leq \delta \frac{1}{10^{m}}$. Hence

$$
\mathbb{E}\left(X_{i}(\mathbf{W})^{2}\right)=\left(1+O\left(\delta^{1 / 10^{m}}\right)\right)
$$

Now just applying Lemma 3.1, we obtain $\mathbb{P}\left(\left|X_{i}(\mathbf{W})-1\right| \geq \delta^{\frac{1}{3 \times 10^{m} m}}\right) \ll \delta^{\frac{1}{3 \times 10^{m}}}$, as desired.
Fix $e \subset V$ with $|e| \leq A-2 r m$. Recall that our aim is to prove that (4.25). We note that

$$
\begin{aligned}
\mathbb{P}\left(e \subset \mathbf{W} \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime}\right) & =\sum_{W} \mathbb{P}\left(e \subset W \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right) \mathbb{P}(\mathbf{W}=W) \\
& =\sum_{e \subset W} \mathbb{P}\left(e \subset W \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right) \mathbb{P}(\mathbf{W}=W)
\end{aligned}
$$

since $\mathbb{P}\left(e \subset W \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)=0$ if $e \cap W=\emptyset$. By the induction hypothesis (4.24), we know that

$$
\mathbb{P}(e \subset \mathbf{W})=\sum_{e \subset W} \mathbb{P}(\mathbf{W}=W)=P_{m-1}(e)\left(1+O_{\leq}\left(\delta^{1 / 10^{m}}\right)\right)
$$

Hence it is enough to prove that

$$
\begin{equation*}
\frac{1}{\mathbb{P}(e \subset \mathbf{W})} \sum_{e \subset W} \mathbb{P}\left(e \subset W \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right) \mathbb{P}(\mathbf{W}=W)=\left(1+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right)\right) \exp \left(-\sum_{v \in e} \frac{d_{I_{m}}(v)}{P_{m-1}(v)}\right) \tag{4.29}
\end{equation*}
$$

Let $Y(W)=\mathbb{P}\left(e \subset W \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)$. Then (4.29) is equivalent to

$$
\begin{equation*}
\mathbb{E}(Y(\mathbf{W}) \mid e \subset \mathbf{W})=\left(1+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right)\right) \exp \left(-\sum_{v \in e} \frac{d_{I_{m}}(v)}{P_{m-1}(v)}\right) \tag{4.30}
\end{equation*}
$$

Lemma 4.5 Let $W$ in the essential range of $\mathbf{W}$ such that $e \subset W$. Then

$$
Y(W)=\mathbb{P}\left(e \subset W \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)=\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \exp \left(-\sum_{i \in I_{m}} \sum_{v \in e} \mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)\right)
$$

Proof We observe that, since $\mathbf{e}_{i}^{\prime}$ are jointly independent for each $i \in I_{m}$ conditional on the event $\mathbf{W}=W$ :

$$
\mathbb{P}\left(e \subset W \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)=\prod_{i \in I_{m}}\left(1-\mathbb{P}\left(e \cap \mathbf{e}_{i}^{\prime} \neq \emptyset \mid \mathbf{W}=W\right)\right)
$$

Of course, we want to approximate the product on the right hand side by an exponential, so we need to find upper bounds for the probabilities in order to estimate the error terms. Clearly $\mathbb{P}\left(e \cap \mathbf{e}_{i}^{\prime} \neq \emptyset \mid \mathbf{W}=\right.$ $W)=0$ is 0 if $F_{i}(W)=0$, so now we consider the case $F_{i}(W)=1$.

$$
\begin{aligned}
\mathbb{P}\left(e \cap \mathbf{e}_{i}^{\prime} \neq \emptyset \mid \mathbf{W}=W\right) & \leq \sum_{v \in e} \mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right) \leq \sum_{v \in e} \sum_{e_{i}: v \in e_{i}} \mathbb{P}\left(\mathbf{e}_{i}^{\prime}=e_{i} \mid \mathbf{W}=W\right) \\
& \ll A \kappa^{-r} \mathbb{P}\left(v \in \mathbf{e}_{i}\right) \ll A \kappa^{-r} \delta\left|I_{m}\right|^{-1 / 2}
\end{aligned}
$$

where we have used the definition of $\mathbf{e}_{i}^{\prime}(4.28),|e| \leq A$ and the sparsity assumption (4.4). Hence

$$
1-\mathbb{P}\left(e \cap \mathbf{e}_{i}^{\prime} \neq \emptyset \mid \mathbf{W}=W\right)=\exp \left(-\mathbb{P}\left(e \cap \mathbf{e}_{i}^{\prime} \neq \emptyset \mid \mathbf{W}=W\right)\right)+O\left(\frac{\left(A \kappa^{-r} \delta\right)^{2}}{\left|I_{m}\right|}\right)
$$

Using (4.8), we notice again that $A^{2} \kappa^{-2 r} \leq A^{2} \kappa^{-A} \leq \delta^{-\frac{1}{10^{m+2}}}$, and so $\left(A \kappa^{-2 r} \delta\right)^{2} \leq \delta^{1 / 10^{m}}$. Hence

$$
\begin{equation*}
\left.\prod_{i \in I_{m}}\left(1-\mathbb{P}\left(e \cap \mathbf{e}_{i}^{\prime} \neq \emptyset \mid \mathbf{W}=W\right)\right)=\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \exp \left(-\sum_{i \in I_{m}} \mathbb{P}\left(e \cap \mathbf{e}_{i}^{\prime} \neq \emptyset \mid \mathbf{W}=W\right)\right)\right) \tag{4.31}
\end{equation*}
$$

Next we see that

$$
\begin{equation*}
\mathbb{P}\left(e \cap \mathbf{e}_{i}^{\prime} \neq \emptyset \mid \mathbf{W}=W\right)=\sum_{v \in e} \mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)+O\left(\sum_{\substack{v, w, \in e \\ v \neq w}} \mathbb{P}\left(v, w \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)\right) \tag{4.32}
\end{equation*}
$$

We estimate the error term:

$$
\begin{aligned}
\sum_{i \in I_{m}} \sum_{\substack{v, w, \in e \\
v \neq w}} \mathbb{P}\left(v, w \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right) & =\sum_{\substack{i \in I_{m}}} \sum_{\substack{v, w, \in e \\
v \neq w}} \sum_{e_{i}: v, w \in e_{i}} \mathbb{P}\left(\mathbf{e}_{i}^{\prime}=e_{i} \mid \mathbf{W}=W\right) \\
& \ll \sum_{i \in I_{m}} \sum_{\substack{v, w, \in e \\
v \neq w}} \kappa^{-r} \mathbb{P}\left(v, w \in \mathbf{e}_{i}\right) \ll A^{2} \kappa^{-r} \delta
\end{aligned}
$$

using the condition (4.5). Similarly as before, $A^{2} \kappa^{-r} \delta \leq \delta^{1 / 10^{m}}$, so putting together (4.31) and (4.32) we obtain

$$
\begin{aligned}
\prod_{i \in I_{m}}\left(1-\mathbb{P}\left(e \cap \mathbf{e}_{i}^{\prime} \neq \emptyset \mid \mathbf{W}=W\right)\right) & =\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \exp \left(-\sum_{i \in I_{m}} \sum_{v \in e} \mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)+O\left(\delta^{1 / 10^{m}}\right)\right) \\
& =\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \exp \left(-\sum_{i \in I_{m}} \sum_{v \in e} \mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)\right)
\end{aligned}
$$

Lemma 4.6 Conditionally on $e \subset \mathbf{W}$, we have that

$$
\sum_{i \in I_{m}} \mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}\right)=\sum_{\substack{i \in I_{m}}} \sum_{\substack{e_{i}: v \in e_{i} \\ e_{i} \subset W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}+O\left(\delta^{\frac{1}{8 \times 10^{m}}}\right)
$$

with probability $1-O\left(\delta^{\frac{1}{8 \times 10^{m}}}\right)$.
Proof We note that $\mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)=F_{i}(W) \mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)$. Hence

$$
\mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)=\frac{F_{i}(W)}{X_{i}(W)} \sum_{\substack{e_{i}: v \in e_{i} \\ e_{i} \subset W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}=\left(1+O\left(1-F_{i}(W)+\delta^{\frac{1}{3 \times 10^{m}}}\right)\right) \sum_{\substack{e_{i}: v \in e_{i} \\ e_{i} \subset W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}
$$

We use this approximation because, from Lemma 4.4, we expect $F_{i}(W)=1$ most of the time. Hence

$$
\sum_{i \in I_{m}} \mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)=\sum_{\substack{i \in I_{m}}} \sum_{\substack{e_{i}: v \in e_{i} \\ e_{i} \subset W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}+\sum_{i \in I_{m}} O\left(1-F_{i}(W)+\delta^{\frac{1}{3 \times 10^{m}}}\right) \sum_{\substack{e_{i}: v \in e_{i} \\ e_{i} \subset W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}
$$

We aim to find an bound for the error term. From Lemma 4.4, we know that $\mathbb{E}\left(F_{i}(\mathbf{W})\right)=1-O\left(\delta^{\frac{1}{3 \times 10^{m}}}\right)$, which implies that

$$
\mathbb{E}\left(F_{i}(\mathbf{W}) \mid e \subset \mathbf{W}\right)=\frac{1}{\mathbb{P}(e \subset \mathbf{W})} \sum_{e \subset W} F_{i}(W) \mathbb{P}(\mathbf{W}=W)=\frac{\mathbb{P}(e \subset \mathbf{W})-O\left(\delta^{\frac{1}{3 \times 10^{m}}}\right)}{\mathbb{P}(e \subset \mathbf{W})}=1-\frac{O\left(\delta^{\frac{1}{3 \times 10^{m}}}\right)}{P_{m-1}(e)}
$$

Let

$$
Z(W):=\sum_{i \in I_{m}}\left(1-F_{i}(W)+\delta^{\frac{1}{3 \times 10^{m}}}\right) \sum_{\substack{e_{i}: v \in e_{i} \\ e_{i} \subset W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}
$$

Then clearly

$$
Z(W) \ll \kappa^{-r} \sum_{i \in I_{m}}\left(1-F_{i}(W)+\delta^{\frac{1}{3 \times 10^{m}}}\right) \mathbb{P}\left(v \in \mathbf{e}_{i}\right)
$$

hence

$$
\mathbb{E}(Z(\mathbf{W}) \mid e \subset \mathbf{W}) \ll \frac{\kappa^{-r}}{P_{m-1}(e)} \delta^{\frac{1}{3 \times 10^{m}}} d_{I_{m}}(v) \ll \kappa^{-2 r} \delta^{\frac{1}{3 \times 10^{m m}}} d_{I_{m}}(v) \ll \kappa^{-A} \delta^{\frac{1}{3 \times 10^{m}}} \ll \delta^{\frac{1}{4 \times 10^{m} m}}
$$

We now use Markov's inequality to obtain that

$$
\mathbb{P}\left(Z(\mathbf{W}) \geq \delta^{\frac{1}{8 \times 10^{m}}}\right) \ll \delta^{\left(\frac{1}{4 \times 10^{m}}-\frac{1}{8 \times 10^{m}}\right)}=\delta^{\frac{1}{8 \times 10^{m}}}
$$

Lemma 4.7 Conditionally on $e \subset \mathbf{W}$, we have

$$
\sum_{i \in I_{m}} \sum_{e_{i}: v \in e_{i}} 1_{e_{i} \subset \mathbf{W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}=\frac{d_{I_{m}}(v)}{P_{m-1}(v)}+O\left(\delta^{\frac{1}{3 \times 10^{m}}}\right)
$$

with probability $1-O\left(\delta^{\frac{1}{3 \times 10^{m}}}\right)$.

## Proof Let

$$
X(\mathbf{W})=\sum_{i \in I_{m}} \sum_{e_{i}: v \in e_{i}} 1_{e_{i} \subset \mathbf{W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}
$$

We would like to use once again Lemma 3.1, so we want to approximate $\mathbb{E}(X(\mathbf{W}) \mid e \subset \mathbf{W})$ and $\mathbb{E}\left(X(\mathbf{W})^{2} \mid e \subset \mathbf{W}\right)$. We begin with the first one:

$$
\begin{aligned}
\mathbb{E}(X(\mathbf{W}) \mid e \subset \mathbf{W}) & =\frac{1}{\mathbb{P}(e \subset \mathbf{W})} \sum_{W: e \subset W} \sum_{i \in I_{m}} \sum_{e_{i}: v \in e_{i}} 1_{e_{i} \subset W} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \mathbb{P}(\mathbf{W}=W) \\
& =\sum_{i \in I_{m}} \sum_{e_{i}: v \in e_{i}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \frac{\mathbb{P}\left(e \cup e_{i} \subset \mathbf{W}\right)}{\mathbb{P}(e \subset \mathbf{W})} \\
& =\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \sum_{i \in I_{m}} \sum_{e_{i}: v \in e_{i}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \frac{P_{m-1}\left(e \cup e_{i}\right)}{P_{m-1}(e)}
\end{aligned}
$$

using the induction hypothesis (4.24). We proceed similarly to the proof of Lemma 4.4. Since $v \in e \cap e_{i}$, we have that

$$
\frac{P_{m-1}\left(e \cup e_{i}\right)}{P_{m-1}\left(e_{i}\right) P_{m-1}(e)}=\frac{1}{P_{m-1}(v) P_{m-1}\left(e_{i} \cap e \backslash\{v\}\right)}
$$

Now, $P_{m-1}\left(e_{i} \cap e \backslash\{v\}\right)$ is 1 if $e_{i}$ and $e \backslash\{v\}$ are disjoint and at least $\kappa^{r}$ otherwise. Hence

$$
\begin{aligned}
\sum_{i \in I_{m}} \sum_{e_{i}: v \in e_{i}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \frac{P_{m-1}\left(e \cup e_{i}\right)}{P_{m-1}(e)} & =\sum_{i \in I_{m}} \frac{\mathbb{P}\left(v \in \mathbf{e}_{i}\right)}{P_{m-1}(v)}+O\left(\kappa^{-r} \sum_{i \in I_{m}} \sum_{w \in e \backslash\{v\}} \frac{\mathbb{P}\left(v, w \in \mathbf{e}_{i}\right)}{P_{m-1}(v)}\right) \\
& =\frac{d_{I_{m}}(v)}{P_{m-1}(v)}+O\left(\kappa^{-(r+1)} \delta A\right)=\frac{d_{I_{m}}(v)}{P_{m-1}(v)}+O\left(\delta^{1 / 10^{m}}\right)
\end{aligned}
$$

Hence, we have that

$$
\begin{equation*}
\mathbb{E}(X(\mathbf{W}) \mid e \subset \mathbf{W})=\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \frac{d_{I_{m}}(v)}{P_{m-1}(v)} \tag{4.33}
\end{equation*}
$$

We now study $\mathbb{E}\left(X(\mathbf{W})^{2} \mid e \subset \mathbf{W}\right)$ :

$$
\begin{aligned}
\mathbb{E}\left(X(\mathbf{W})^{2} \mid e \subset \mathbf{W}\right) & =\frac{1}{\mathbb{P}(e \subset \mathbf{W})} \sum_{W: e \subset W} \sum_{i, j \in I_{m}} \sum_{e_{i}: v \in e_{i}} \sum_{f_{j}: v \in f_{j}} 1_{e_{i} \subset W} 1_{f_{j} \subset W} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \frac{\mathbb{P}\left(\mathbf{e}_{j}=f_{j}\right)}{P_{m-1}\left(f_{j}\right)} \mathbb{P}(\mathbf{W}=W) \\
& =\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \sum_{i, j \in I_{m}} \sum_{e_{i}: v \in e_{i}} \sum_{f_{j}: v \in f_{j}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)} \frac{\mathbb{P}\left(\mathbf{e}_{j}=f_{j}\right)}{P_{m-1}\left(f_{j}\right)} \frac{P_{m-1}\left(e \cup e_{i} \cup f_{j}\right)}{P_{m-1}(e)}
\end{aligned}
$$

We note that

$$
Y\left(e_{i}, f_{j}\right):=\frac{P_{m-1}(v)^{2} P_{m-1}\left(e \cup e_{i} \cup f_{j}\right)}{P_{m-1}(e) P_{m-1}\left(e_{i}\right) P_{m-1}\left(f_{j}\right)}
$$

is 1 when $e \backslash\{v\}, e_{i} \backslash\{v\}$ and $f_{j} \backslash\{v\}$ are pairwise disjoint and otherwise is at most $\kappa^{-2 r}$. Hence

$$
Y\left(e_{i}, f_{j}\right)=1+O\left(\kappa^{-2 r}\left(\sum_{w \in e \backslash\{v\}}\left(1_{w \in e_{i}}+1_{w \in f_{j}}\right)+\sum_{w \in e_{i} \backslash\{v\}} 1_{w \in f_{j}}\right)\right)
$$

We note that

$$
\sum_{i, j \in I_{m}} \sum_{w \in e \backslash\{v\}} \mathbb{P}\left(v, w \in \mathbf{e}_{i}, v \in \mathbf{e}_{j}\right) \leq d_{I_{m}}(v) \sum_{w \in e \backslash\{v\}} \sum_{i \in I_{m}} \mathbb{P}\left(v, w \in \mathbf{e}_{i}\right) \leq D A \delta
$$

using (4.6) and (4.5), since $d_{I_{m}}(v) \leq D P_{m-1}(v) \leq D$. Similarly,

$$
\sum_{i, j \in I_{m}} \sum_{w \in e \backslash\{v\}} \mathbb{P}\left(v \in \mathbf{e}_{i}, v, w \in \mathbf{e}_{j}\right) \leq D A \delta
$$

and

$$
\sum_{i, j \in I_{m}} \sum_{e_{i}: v \in \mathbf{e}_{i}} \sum_{f_{j}: v \in f_{j}} \mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right) \sum_{w \in e_{i} \backslash\{v\}} \mathbb{P}\left(v, w \in \mathbf{e}_{j}\right) \leq r d_{I_{m}}(v) \delta \leq D r \delta
$$

Using again the smallness condition on $\delta$ (4.8), we know that $k^{-2 r} D A \delta \leq \delta^{1 / 10^{m}}$, hence

$$
\mathbb{E}\left(X(\mathbf{W})^{2} \mid e \subset \mathbf{W}\right)=\left(\frac{d_{I_{m}}(v)}{P_{m-1}(v)}\right)^{2}+O\left(\delta^{1 / 10^{m}}\right)
$$

and the conclusion follows as an easy application of Lemma 3.1.
Now we are ready to put everything together and complete the proof of Theorem 4.2. Recall from (4.30), that it is enough to prove

$$
\mathbb{E}(Y(\mathbf{W}) \mid e \subset \mathbf{W})=\left(1+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right)\right) \exp \left(-\sum_{v \in e} \frac{d_{I_{m}}(v)}{P_{m-1}(v)}\right)
$$

where $Y(W)=\mathbb{P}\left(e \subset W \backslash \bigcup_{i \in I_{m}} \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)$. From Lemma 4.5, we know that

$$
Y(W)=\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \exp \left(-\sum_{i \in I_{m}} \sum_{v \in e} \mathbb{P}\left(v \in \mathbf{e}_{i}^{\prime} \mid \mathbf{W}=W\right)\right)
$$

Next we use Lemma 4.6 and that $0 \leq Y(W) \leq 1$, for all $W$ to obtain

$$
\begin{aligned}
\mathbb{E}(Y(\mathbf{W}) \mid e \subset \mathbf{W}) & =\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \exp \left(-\sum_{v \in e}\left(\sum_{\substack{e_{i}: v \in e_{i} \\
e_{i} \subset W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}+O\left(\delta^{\frac{1}{8 \times 10^{m}}}\right)\right)\right)+O\left(\delta^{\frac{1}{8 \times 10^{m}}}\right) \\
& =\left(1+O\left(\delta^{1 / 10^{m}}\right)\right) \exp \left(-\sum_{v \in e}\left(\sum_{\substack{e_{i}: v \in e_{i} \\
e_{i} \subset W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}\right)+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right)\right)+O\left(\delta^{\frac{1}{8 \times 10^{m}}}\right) \\
& =\left(1+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right)\right) \exp \left(-\sum_{v \in e} \sum_{\substack{e_{i}: v \in e_{i} \\
e_{i} \subset W}} \frac{\mathbb{P}\left(\mathbf{e}_{i}=e_{i}\right)}{P_{m-1}\left(e_{i}\right)}\right)+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right)
\end{aligned}
$$

where we used that $|e| \leq A \leq \delta^{-1 / 10^{m+2}}$. Finally, using Lemma 4.7, we obtain

$$
\begin{aligned}
\mathbb{E}(Y(\mathbf{W}) \mid e \subset \mathbf{W}) & =\left(1+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right)\right) \exp \left(-\sum_{v \in e}\left(\frac{d_{I_{m}}(v)}{P_{m-1}(v)}+O\left(\delta^{\frac{1}{3 \times 10^{m}}}\right)\right)\right)+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right) \\
& =\left(1+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right)\right) \exp \left(-\sum_{v \in e} \frac{d_{I_{m}}(v)}{P_{m-1}(v)}\right)+O\left(\delta^{\frac{1}{9 \times 10^{m}}}\right) .
\end{aligned}
$$

The conclusion follows from the fact that

$$
\exp \left(-\sum_{v \in e} \frac{d_{I_{m}}(v)}{P_{m-1}(v)}\right) \geq \exp (-A D) \geq \delta \frac{1}{10^{m+2}}
$$

using once again (4.8) and (4.6). This concludes (4.30) and hence the proof of Theorem 4.2.

## 5 Sieve estimates

### 5.1 Introduction

Consider the following problem. We fix an admissible $k$-tuple $\left(h_{1}, \ldots, h_{k}\right)$ and we would like to show there exists infinitely many $n$ such that many of $n+h_{i}$ are prime. We recall the key idea from [12]. We want to construct sieve weights $w(n)$ which are large when many of $n+h_{i}$ are prime and small otherwise. Then we look at sums of the form

$$
\begin{aligned}
& S_{1}(x)=\sum_{x \leq n \leq 2 x} w(n) \\
& S_{2}(x)=\sum_{x \leq n \leq 2 x} \sum_{i=1}^{k} 1\left(n+h_{i} \text { prime }\right) w(n)
\end{aligned}
$$

If we can show that $S_{2}(x) \geq u S_{1}(x)$, then there exist some values of $n \in[x, 2 x]$ such that at least $u$ of $n+h_{i}$ are prime.
Theorem 5.1 (Maynard) For $k \leq(\log x)^{1 / 5}$ and admissible $k$-tuple $\left(h_{1}, \ldots, h_{k}\right)$ with $h_{i} \ll k^{2}$ for all $i$, there exist weights $w(n)$ such that $S_{2}(n) \gg \log k S_{1}(n)$.
Recall from the discussion from the first section that we want to construct sets of the form $\left\{n+h_{i} p\right.$ : $1 \leq i \leq k\}$ that contain many primes on average, for $p \in \mathscr{P}$. Hence in our case, we want to construct sieve weights $w(p, n)$ such that $w(p, n)$ is large when many of $n+h_{i} p$ are primes, for $p \in \mathscr{P}$. Indeed, we will deduce the following theorem:
Theorem 5.2 (Ford, Green, Konyagin, Maynard, Tao) Let $k \leq(\log x)^{1 / 5}$ and $\left(h_{1}, \ldots, h_{k}\right)$ an admissible $k$-tuple contained in $\left[2 k^{2}\right]$. Then we can find weights $w: \mathscr{P} \times(\mathbb{Z} \cap[-y, y]) \rightarrow \mathbb{R}^{+}$such that there exists a quantity $t$ and $u \approx \log k$ with the following properties:
(a) Uniformly for every $p \in \mathscr{P}$,

$$
\begin{equation*}
\sum_{|n| \leq y} w(p, n) \sim t y \tag{5.1}
\end{equation*}
$$

(b) Uniformly for every $q \in \mathscr{Q}$,

$$
\begin{equation*}
\sum_{p \in \mathscr{P}} \sum_{i=1}^{k} w\left(p, q-h_{i} p\right) \sim t|\mathscr{P}| u \tag{5.2}
\end{equation*}
$$

(c) Uniformly for every $p \in \mathscr{P}$ and $|n| \leq y$,

$$
\begin{equation*}
w(p, n)=O\left(x^{1 / 3}\right) \tag{5.3}
\end{equation*}
$$

We note that (5.1) is similar to a sum of type $S_{1}$ and that (5.2) is similar to a sum of type $S_{2}$. We will see in Section 6 how this sieve weights $w(p, n)$ help us to construct sets of the form $\left\{n+h_{i} p: 1 \leq i \leq k\right\}$ with the required properties. The focus of this section will be showing how to prove Theorem 5.2.

We begin by recalling the classical Bombieri-Vinogradov theorem, which tells us that the average error term in the prime number theorem for arithmetic progressions is small.
Theorem 5.3 (Bombieri-Vinogradov) Let $A>0$ and $x^{1 / 2}(\log x)^{-A} \leq Q \leq x^{1 / 2}$. Then

$$
\sum_{q \leq Q} \max _{z \leq x} \max _{a:(a, q)=1}\left|\pi(z ; q, a)-\frac{\pi(z)}{\phi(q)}\right|<_{A} x^{1 / 2} Q(\log x)^{5}
$$

We want to obtain a better upper bound. We need to take into consideration possible Siegel zeros. From the Landau-Page page theorem [4, Chapter 14], we know that there exists a constant $c$ such that for $Q \geq 100$, there exists at most one primitive character $\chi$ of modulus at most $Q$ with a zero in the region

$$
1-\sigma \leq \frac{c}{\log (Q(1+|t|))}
$$

Taking this into account, we have the following modified version of Bombieri-Vinogradov [4, Chapter 28]:
Theorem 5.4 There exists a universal constant $c>0$ and $B=B(x) \leq x$ which is either 1 or a prime such that

$$
\sum_{\substack{q \leq x^{1 / 3} \\(q, B)=1}} \max _{z \leq x} \max _{a:(a, q)=1}\left|\pi(z ; q, a)-\frac{\pi(z)}{\phi(q)}\right| \ll x \exp (-c \sqrt{\log x})
$$

### 5.2 Construction of sieve weights

Definition 5.5 A linear form is a function $L: \mathbb{Z} \rightarrow \mathbb{Z}$ of the form $L(n)=a n+b$, with integer coefficients $a, b$ and $a \neq 0$.
A finite set $\mathscr{L}=\left\{L_{1}, \ldots L_{k}\right\}$ of linear form is admissible if $\prod_{i=1}^{k} L_{i}(n)$ has no fixed prime divisor, i.e. for every prime, there exists an integer $n_{p}$ such that $\prod_{i=1}^{k} L_{i}\left(n_{p}\right)$ not divisible by $p$.

Fix $\mathscr{L}$ an admissible set of linear forms. We define the multiplicative functions $\omega=\omega_{\mathscr{L}}$ and $\varphi=\varphi_{\mathscr{L}}$ and the series $\mathfrak{S}_{D}(\mathscr{L})$, for an integer $D$ by

$$
\begin{align*}
\omega(p) & = \begin{cases}\#\left\{1 \leq n \leq p: \prod_{i=1}^{k} L_{i}(n) \equiv 0\right. & \bmod p\}, \\
0, & p \nmid B \\
p \mid B\end{cases}  \tag{5.4}\\
\varphi(d) & =\prod_{p \mid d}(p-\omega(p))  \tag{5.5}\\
\mathfrak{S}_{D}(\mathscr{L}) & =\prod_{p \nmid D}\left(1-\frac{\omega(p)}{p}\right)\left(1-\frac{1}{p}\right)^{-k} \tag{5.6}
\end{align*}
$$

Since $\mathscr{L}$ is admissible, we have $\omega(p)<p$, for all primes $p$, hence $\varphi(n)>0$ and $\mathfrak{S}_{D}(\mathscr{L})>0$ for all integers $D$. Also, it is not hard to see that $\omega_{p}=k$ for all $p \nmid \prod_{i=1}^{k} a_{i} \prod_{i \neq j}\left(a_{i} b_{j}-b_{i} a_{j}\right)$. This implies that indeed the product in the definition of $\mathfrak{S}_{D}(\mathscr{L})$ is convergent. We denote $\mathfrak{S}_{1}(\mathscr{L})=: \mathfrak{S}(\mathscr{L})$.

Since $\omega(p) \leq \min (k, p-1)$, we observe that

$$
\begin{align*}
\mathfrak{S}_{D}(\mathscr{L}) & =\prod_{p \nmid D}\left(1-\frac{\omega(p)}{p}\right)\left(1-\frac{1}{p}\right)^{-k} \geq \prod_{p \leq k, p \nmid D} \frac{1}{p} \prod_{p>k, p \nmid D}\left(1-\frac{k}{p}\right)\left(1-\frac{1}{p}\right)^{-k} \\
& \geq \prod_{p \leq k} \frac{1}{p} \prod_{p>k}\left(1+O\left(\frac{k^{2}}{p^{2}}\right)\right) \geq \exp (-C k) \tag{5.7}
\end{align*}
$$

for some universal constant $C$. In the products above, we dropped the restriction $p \nmid D$ since all the terms are less than 1.

Let $B$ as in Theorem 5.4 and $k=(\log x)^{1 / 5}$. Let $W:=\prod_{p \leq 2 k^{2}, p \nmid B} p$. Given a prime $p \nmid W B$, let $1 \leq r_{p, 1}(\mathscr{L})<\cdots<r_{p, \omega(p)}(\mathscr{L})$ be the $\omega(p)$ residue classes for each $\prod_{i=1}^{k} L_{i}(n)$ vanishes modulo $p$. For such a prime $p$, for each $1 \leq a \leq \omega(p)$, let $j_{p, a}=j_{p, a}(\mathscr{L})$ the smallest element of [ $k$ ] such that

$$
L_{j_{p, a}}\left(r_{p, a}\right) \equiv 0 \quad(\bmod p)
$$

For any $L \in \mathscr{L}$, there is at most one residue class for which $L$ vanishes $\bmod p$. Thus, $j_{p, 1}, \ldots, j_{p, \omega(p)}$ must be distinct.

We construct sieve weights $w(n)=w_{\mathscr{L}}(n)$ such that $w(n)=0$ if $\left(\prod_{i=1}^{k} L_{i}(n), W\right) \neq 1$. This condition guarantees that if $w(n) \neq 0$, then all $L_{i}(n)$ do not have small prime factors. Otherwise, we let

$$
\begin{equation*}
w(n)=\left(\sum_{d_{i} \mid L_{i}(n)} \lambda_{d_{1}, \ldots, d_{k}}\right)^{2}=\left(\sum_{d_{i} \mid L_{i}(n)} \lambda_{\mathbf{d}}\right)^{2} \tag{5.8}
\end{equation*}
$$

for some real coefficients $\lambda_{\mathbf{d}}$ depending on $\mathbf{d}=\left(d_{1}, \ldots, d_{k}\right)$.
We want to restrict the support of $\lambda_{\mathbf{d}}$ to $\mathscr{D}_{k}(\mathscr{L})$, where

$$
\begin{gather*}
\mathscr{D}_{k}(\mathscr{L}):=\left\{\mathbf{d} \in \mathbb{N}^{k}: \mu^{2}\left(d_{1} \ldots d_{k}\right)=1 ;\left(d_{1} \ldots d_{k}, W B\right)=1 ;\right. \\
\left.\left(d_{j}, p\right)=1 \text { if } j \notin\left\{j_{p, 1}, \ldots, j_{p, \omega(p)}\right\}\right\} \tag{5.9}
\end{gather*}
$$

The reason we choose there restrictions is that we want different components $\mathbf{d}$ and $\mathbf{e}$ appearing in the sum (5.8) to be relatively coprime. Indeed, let $\mathbf{d}$ and $\mathbf{e}$ both appearing an the sum and $p \mid\left(d_{i}, e_{j}\right)$, for some $i \neq j$. Then $p \mid L_{i}(n)$, hence $i$ must be the chosen index for the residue class $n(\bmod p)$. But similarly $j$ must be the chosen index for the same residue class, which is a contradiction. Hence a prime will divide only elements with the same index appearing in the sum.

We define

$$
\begin{equation*}
\lambda_{d_{1}, \ldots, d_{k}}:=\mu\left(d_{1} \ldots d_{k}\right) d_{1} \ldots d_{k} \mathfrak{S}_{W B}(\mathscr{L}) \sum_{\substack{\mathbf{r} \in \mathscr{D}_{k}(\mathscr{L}) \\ d_{i} \mid r_{i}, \text { for all } i}} \frac{1}{\varphi\left(r_{1} \ldots r_{k}\right)} F\left(\frac{\log r_{1}}{\log R}, \ldots, \frac{\log r_{k}}{\log R}\right) \tag{5.10}
\end{equation*}
$$

Here, $F: \mathbb{R}^{k} \rightarrow \mathbb{R}$ will be a smooth function supported on $\left\{\left(t_{1}, \ldots, t_{k}\right) \in \mathbb{R}_{+}^{k}: t_{1}+\cdots+t_{k} \leq 1\right\}$. This condition makes sure that the terms in the sum in (5.10) are non-zero only if $r_{1} \ldots r_{k} \leq R$. There is some liberty in the choice of $R$, but for our purposes we take $R=x^{1 / 9}$.
We use the following key theorem from [13] about the constructions of weights $w(n)$ :
Theorem 5.6 There exists a universal constant $C$ such that the following holds. Let $\mathscr{L}=\left\{L_{1}, \ldots, L_{k}\right\}$ be an admissible set of linear forms such that $C \leq k \leq \log ^{1 / 5} x$. Assume that the coefficients $a_{i}, b_{i}$ of the linear forms $L_{i}(n)=a_{i} n+b_{i}$ satisfy the bounds $\left|a_{i}\right|,\left|b_{i}\right| \leq x^{2}$. for all $i \in[k]$. Then there exists a smooth function $F: \mathbb{R}^{k} \rightarrow \mathbb{R}$ and quantities $I_{k}, J_{k}$ depending only on $k$ satisfying

$$
\begin{equation*}
I_{k} \gg(2 k \log k)^{-k} \quad \text { and } \quad J_{k} \asymp \frac{\log k}{k} I_{k} \tag{5.11}
\end{equation*}
$$

such that for $w(n)$ described above, the following statements hold uniformly for $x^{1 / 30} \leq R \leq x^{1 / 9}$ :

- For all $n \in \mathbb{Z}$, we have

$$
\begin{equation*}
w(n) \ll x^{1 / 3} \tag{5.12}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{x \leq n \leq 2 x} w(n)=\left(1+O\left(\frac{1}{\log ^{1 / 10} x}\right)\right) x \frac{B^{k}}{\phi(B)^{k}} \mathfrak{S}(\mathscr{L})(\log R)^{k} I_{k} \tag{5.13}
\end{equation*}
$$

- Let $L(n)=n$. If $L \in \mathscr{L}$, we have

$$
\begin{align*}
& \sum_{\substack{x \leq n \leq 2 x \\
n \text { rrime }}} w(n)=\left(1+O\left(\frac{1}{\log ^{1 / 10} x}\right)\right) \mathfrak{S}(\mathscr{L}) \frac{x}{\log x}(\log R)^{k+1} J_{k} \frac{B^{k-1}}{\phi(B)^{k-1}} \\
& \quad+O\left(\frac{B^{k}}{\phi(B)^{k}} \mathfrak{S}(\mathscr{L}) x(\log R)^{k-1} I_{k}\right) \tag{5.14}
\end{align*}
$$

Let $h_{1}, \ldots, h_{k}$ be the first $k$ primes larger than $k$, i.e. $h_{i}=p_{\pi(k)+i}$. In particular, we have that $h_{i} \leq 2 k^{2}$, for $k$ large enough. For each $i \in[k]$, let $L_{i}(n)=n+h_{i} p$. For all $p \in \mathscr{P}$, we define $\mathscr{L}_{p}=\left\{L_{1}, \ldots, L_{k}\right\}$. It is easy to see that $\mathscr{L}_{p}$ is an admissible set of linear forms.

We then have that

$$
\omega_{p}(q):=\omega_{\mathscr{L}_{p}}(q)=\#\left\{h_{i} \quad(\bmod q)\right\} \quad \text { if } q \neq p
$$

so $\omega_{p}$ are all very close to being equal. It makes to define $\omega(q)=\#\left\{h_{i}(\bmod q)\right\}$, for all primes $q$. Then

$$
\begin{equation*}
\mathfrak{S}_{D}:=\prod_{q \nmid D}\left(1-\frac{\omega(q)}{q}\right)\left(1-\frac{1}{q}\right)^{-k}=\left(1+O\left(\frac{k}{x}\right)\right) \mathfrak{S}_{D}\left(\mathscr{L}_{p}\right) \tag{5.15}
\end{equation*}
$$

for all integers $D$, since $\frac{x}{2} \leq p \leq \frac{x}{4}$ and $\omega(q), \omega_{p}(q) \leq k$, for all primes $q$ and $p \in \mathscr{P}$.
We observe that for $q>2 k^{2}, q \nmid B$, all $h_{i}$ are distinct $\bmod q$ (since $h_{i}<2 k^{2}$, for all $i$ ). So if $q \neq p$, we have that $\omega_{p}(q)=k$ and $\left\{j_{q, 1}\left(\mathscr{L}_{p}\right), \ldots, j_{q, \omega_{p}(q)}\left(\mathscr{L}_{p}\right)\right\}=\{1,2, \ldots, k\}$.
Also, when $q \leq R$, we have that $q \neq p$, for all $p \in \mathscr{P}$ since $R \leq x / 4$. Hence,

$$
\mathscr{D}_{k}\left(\mathscr{L}_{p}\right) \cap\left\{\left(d_{1}, \ldots, d_{k}\right): \prod_{i=1}^{k} d_{i} \leq R\right\}=\left\{\mathbf{d} \in \mathbb{N}^{k}: \mu^{2}(d)=1,(d, W B)=1, d \leq R\right\}
$$

is independent of $p$. Hence, using (5.10), we get

$$
\lambda_{\mathbf{d}}\left(\mathscr{L}_{p}\right)=\frac{\mathfrak{S}_{D}\left(\mathscr{L}_{p}\right)}{\mathfrak{S}_{D}} \lambda_{\mathbf{d}}=\left(1+O\left(\frac{k}{x}\right)\right) \lambda_{\mathbf{d}}
$$

for some $\lambda_{\mathbf{d}}$ independent of $p$, for all integers $D$.
We define

$$
\begin{equation*}
w(p, n):=1_{[-y, y]}(n) w_{\mathscr{L}_{p}}(n) \tag{5.16}
\end{equation*}
$$

We are now ready to apply Theorem 5.6. Recall that we want to estimate $\sum_{n \in \mathbb{Z}} w(p, n)$. For this purpose, we define the set $\mathscr{L}_{p}^{\prime}$ composed of linear forms $L_{i}(n)=n+h_{i} p-3\lfloor y\rfloor$, for $i \in[k]$. Clearly $\mathscr{L}_{p}^{\prime}$ is admissible, $\omega_{\mathscr{L}_{p}^{\prime}}=\omega_{\mathscr{L}_{p}}$ and $\mathfrak{S}_{D}\left(\mathscr{L}_{p}^{\prime}\right)=\mathfrak{S}_{D}\left(\mathscr{L}_{p}\right)$. Also,

$$
\sum_{n \in \mathbb{Z}} w(p, n)=\sum_{-y \leq n \leq y} w_{\mathscr{L}_{p}}(n)=\sum_{y \leq n \leq 2 y} w_{\mathscr{L}_{p}^{\prime}}(n)
$$

From (5.13) and (5.15), we see that

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}} w(p, n)=\left(1+O\left(\frac{1}{\log ^{1 / 10} x}\right)\right) y \mathfrak{S} \frac{B^{k}}{\phi(B)^{k}}(\log R)^{k} I_{k} \tag{5.17}
\end{equation*}
$$

Let

$$
\begin{equation*}
t:=\mathfrak{S} \frac{B^{k}}{\phi(B)^{k}}(\log R)^{k} I_{k} \tag{5.18}
\end{equation*}
$$

Using (5.7), (5.11), we see that $t \geq 1$. Hence

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}} w(p, n)=\left(1+O\left(\frac{1}{\log ^{1 / 10} x}\right)\right) t y \tag{5.19}
\end{equation*}
$$

which gives us (5.1).
Fix $i \in[k]$ and $q \in \mathscr{Q}$. We want to approximate $\sum_{p \in \mathscr{P}} w\left(p, q-h_{i} p\right)$. For this purpose, we define the set of linear forms $\mathscr{L}_{q}^{(i)}=\left\{L_{1}, L_{2}, \ldots, L_{k}\right\}$, where $L_{i}(n)=n$ and $L_{j}(n)=q+\left(h_{j}-h_{i}\right) n$, for $i \neq j$.
We check that $\mathscr{L}_{q}^{(i)}$ is admissible. Indeed, for any prime $s \neq q$, the number of solutions mod $s$ to

$$
n \prod_{i \neq j}\left(n+\left(h_{j}-h_{i}\right) q\right) \equiv 0 \quad(\bmod s)
$$

is $\#\left\{h_{j}(\bmod s): j \in[k]\right\}<s$ since $\left(h_{1}, \ldots, h_{k}\right)$ admissible. Hence, similar as before we obtain that

$$
\begin{equation*}
\mathfrak{S}_{D}\left(\mathscr{L}_{q}^{(i)}\right)=\left(1+O\left(\frac{k}{x}\right)\right) \mathfrak{S}_{D} \tag{5.20}
\end{equation*}
$$

for all integers $D$ and that $\mathscr{D}_{k}\left(\mathscr{L}_{q}^{(i)}\right) \cap\left\{\left(d_{1}, \ldots, d_{k}\right): d_{1} \ldots d_{k} \leq R\right\}$ is independent of $q$ and $i$, so once again

$$
\lambda_{\mathbf{d}}\left(\mathscr{L}_{q}^{(i)}\right)=\left(1+O\left(\frac{k}{x}\right)\right) \lambda_{\mathbf{d}}
$$

Now, since $q-h_{i} p \in[-y, y]$, for all $q \in \mathscr{Q}$ and $i \in[k]$, then

$$
w_{\mathscr{L}_{q}^{(i)}}(p)=\left(1+O\left(\frac{k}{x}\right)\right) w_{\mathscr{L}_{p}}\left(q-h_{i} p\right)=\left(1+O\left(\frac{k}{x}\right)\right) w\left(p, q-h_{i} p\right) .
$$

Hence

$$
\sum_{p \in \mathscr{P}} w\left(p, q-h_{i} p\right)=\left(1+O\left(\frac{k}{x}\right)\right) \sum_{p \in \mathscr{P}} w_{\mathscr{L}_{q}^{(i)}}(p)
$$

We apply (5.14) to get
$\sum_{p \in \mathscr{P}} w\left(p, q-h_{i} p\right)=\left(1+O\left(\frac{1}{\log ^{1 / 10} x}\right)\right) \mathfrak{S} \frac{x}{4 \log x}(\log R)^{k+1} J_{k} \frac{B^{k-1}}{\phi(B)^{k-1}}+O\left(x \frac{B^{k}}{\phi(B)^{k}} \mathfrak{S}(\log R)^{k-1} I_{k}\right)$
where we used (5.20). From our choice of $R$ and (5.11), we see that the second error term can be absorbed into the first one.

Let

$$
u:=\frac{\phi(B)}{B} \frac{\log R}{\log x} \frac{k J_{k}}{I_{k}}
$$

Then we have that

$$
\begin{equation*}
\sum_{p \in \mathscr{P}} w\left(p, q-h_{i} p\right)=\left(1+O\left(\frac{1}{\log ^{1 / 10} x}\right)\right) \frac{t u}{k} \frac{x}{4} \tag{5.21}
\end{equation*}
$$

## 6 Proof of large gaps

### 6.1 Random uniform choice

Recall that $\mathscr{S}=\left\{p\right.$ prime $\left.: \log ^{10} x<p \leq z\right\}$, where $z=x^{\log _{3} x / 4 \log _{2} x}$.
We have the random vector $\overrightarrow{\mathbf{a}}:=\left(\mathbf{a}_{s} \bmod s\right)_{s \in \mathscr{S}}$ where each residue class $\mathbf{a}_{s}$ is selected uniformly at random independently in $s$. We define the random set

$$
\begin{equation*}
S(\overrightarrow{\mathbf{a}}):=\left\{n \in \mathbb{Z}: n \not \equiv \mathbf{a}_{s} \quad(\bmod s), \text { for all } s \in \mathscr{S}\right\} \tag{6.1}
\end{equation*}
$$

which is a subset of $\mathbb{Z}$ with density

$$
\sigma:=\prod_{s \in \mathscr{S}}\left(1-\frac{1}{s}\right)
$$

Using Mertens' Theorem, we deduce that

$$
\begin{equation*}
\sigma:=\prod_{\log ^{10} x<p \leq z}\left(1-\frac{1}{p}\right) \sim \frac{10 \log _{2} x}{\log z}=40 \frac{\log _{2}^{2} x}{\log x \log _{3} x} \tag{6.2}
\end{equation*}
$$

Lemma 6.1 Let $t \leq \log x$ and $n_{1}, n_{2}, \ldots, n_{t}$ distinct integers such that $\left|n_{i}\right| \leq x^{2}$, for all $i$. Then

$$
\mathbb{P}\left(n_{1}, n_{2}, \ldots, n_{t} \in S(\overrightarrow{\mathbf{a}})=\left(1+o\left(\frac{1}{\log ^{6} x}\right)\right) \sigma^{t}\right.
$$

Proof We note that if $n_{1}, n_{2}, \ldots, n_{t}$ are not distinct modulo some prime $s \in \mathscr{S}$, then $s$ divides one of $n_{i}-n_{j}$, for some $1 \leq i<j \leq t$. But for each $1 \leq i<j \leq t$, we have that $\left|n_{i}-n_{j}\right| \leq 2 x^{2}$, so it can be divisible by at most $O\left(\frac{\log x}{\log _{2} x}\right)$ primes which are at least $\log ^{10} x$. Hence there are $o\left(t^{2} \log x\right)$ possible values of $s$ such that $n_{1}, \ldots, n_{t}$ are not distinct residue classes modulo s. Hence the probability that $\mathbf{a}_{s}$ avoids all $n_{1}, \ldots, n_{t}$ is $1-\frac{t}{s}$ except for $o\left(\log ^{3} x\right)$ values of $s$, where it is

$$
\left(1-\frac{t}{s}\right)\left(1+O\left(\frac{t}{s}\right)\right)=\left(1-\frac{t}{s}\right)\left(1+O\left(\frac{1}{\log ^{9} x}\right)\right)
$$

Hence

$$
\begin{aligned}
\mathbb{P}\left(n_{1}, n_{2}, \ldots, n_{t} \in S(\overrightarrow{\mathbf{a}})\right) & =\prod_{s \in \mathscr{S}}\left(1-\frac{t}{s}\right)\left(1+O\left(\frac{1}{\log ^{9} x}\right)\right)^{o\left(\log ^{3} x\right)} \\
& =\left(1+o\left(\frac{1}{\log ^{6} x}\right)\right) \sigma^{t} \prod_{s \in \mathscr{S}}\left(1+O\left(\frac{t^{2}}{s^{2}}\right)\right) \\
& =\sigma^{t}\left(1+o\left(\frac{1}{\log ^{6} x}\right)\right)
\end{aligned}
$$

Lemma 6.2 With probability $1-o(1)$, we have that

$$
|\mathscr{Q} \cap S(\overrightarrow{\mathbf{a}})| \sim \sigma|\mathscr{Q}| \sim 40 c \frac{x \log _{2} x}{\log x}
$$

More precisely, with probability $1-o(1)$,

$$
|\mathscr{Q} \cap S(\overrightarrow{\mathbf{a}})|=\left(1+O\left(\frac{1}{\log _{2} x}\right)\right) 40 c \frac{x \log _{2} x}{\log x}
$$

Proof Let

$$
X(\overrightarrow{\mathbf{a}})=\#(\mathscr{Q} \cap S(\overrightarrow{\mathbf{a}}))=\sum_{q \in \mathscr{Q}} 1_{q \in S(\overrightarrow{\mathbf{a}})} .
$$

Then, using Lemma 6.1

$$
\mathbb{E} X(\overrightarrow{\mathbf{a}})=\left(1+O\left(\frac{1}{\log ^{6} x}\right)\right) \sigma|\mathscr{Q}|
$$

and

$$
\mathbb{E} X(\overrightarrow{\mathbf{a}})^{2}=\left(1+O\left(\frac{1}{\log ^{6} x}\right)\right)\left(\sigma|\mathscr{Q}|+\sigma^{2}|\mathscr{Q}|(|\mathscr{Q}|-1)\right)=\left(1+O\left(\frac{1}{\log ^{6} x}\right)\right) \sigma^{2}|\mathscr{Q}|^{2}
$$

since $|\mathscr{Q}| \sim \frac{y}{\log x}$ by the prime number theorem and using our choice of $y$ (2.1). Then the conclusion follows from Lemma 3.1.

### 6.2 Weighted choice

Our goal is to construct random variables $\mathbf{n}_{p}$ such that $\left\{\mathbf{n}_{p}+h_{i} p: i \in[k]\right\} \cap \mathscr{Q}(\overrightarrow{\mathbf{a}})$ large on average. First, we will apply Theorem 5.2 to guarantee that sets of the form $\left\{n+h_{i} p: i \in[k]\right\}$ contain many primes.

For each $p \in \mathscr{P}$, we select a random number $\mathbf{m}_{p} \in[0, y]$ with probability proportional to $w(p, n)$ :

$$
\begin{equation*}
\mathbb{P}\left(\mathbf{m}_{p}=n\right):=\frac{w(p, n)}{\sum_{z \in \mathbb{Z}} w(p, z)} \tag{6.3}
\end{equation*}
$$

Informally, the probability is big when many of $n+h_{i} p$ are prime.
First, we notice from (5.12) and (5.19) that for all $p \in \mathscr{P}$ and $n \in \mathbb{Z}$

$$
\begin{equation*}
\mathbb{P}\left(\mathbf{m}_{p}=n\right) \ll x^{-2 / 3} \tag{6.4}
\end{equation*}
$$

Using (5.19) and (5.21), we note that for all $q \in \mathscr{Q}$ and $i \in[k]$ :

$$
\begin{equation*}
\sum_{p \in \mathscr{P}} \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right)=\sum_{p \in \mathscr{P}} w\left(p, q-h_{i} p\right) \frac{1}{\sum_{n \in \mathbb{Z}} w(p, n)}=\left(1+O\left(\frac{1}{\log ^{1 / 10} x}\right)\right) \frac{u}{k} \frac{x}{4 y} \tag{6.5}
\end{equation*}
$$

where $u \approx \log _{2} x$.
For each $p \in \mathscr{P}$, we define $X_{p}(\vec{a})$ by

$$
X_{p}(\vec{a})=\mathbb{P}\left(\mathbf{m}_{p}+h_{i} p \in S(\vec{a}), \text { for all } i \in[k]\right)
$$

In light of Lemma 6.1, we expect that $X_{p}(\vec{a}) \sim \sigma^{k}$. Indeed, denote $\mathscr{P}(\vec{a})$ the set of primes $p \in \mathscr{P}$ such that

$$
X_{p}(\vec{a})=\left(1+O_{\leq}\left(\frac{1}{\log ^{2} x}\right)\right) \sigma^{k}
$$

We will see in Lemma 6.3 that $|\mathscr{P}(\vec{a})| \sim|\mathscr{P}|$ with probability $1-o(1)$.
We define

$$
Z_{p}(\vec{a}, n)= \begin{cases}1 & \text { if } n+h_{j} p \in S(\vec{a}), \text { for all } j \in[k] \\ 0 & \text { otherwise }\end{cases}
$$

We want to define random variable $\mathbf{n}_{p}$ proportional to $\mathbf{m}_{p}$ and conditional on $\overrightarrow{\mathbf{a}}$ such that we can assure $n+h_{1} p, \ldots, n+h_{k} p \in \mathscr{S}(\vec{a})$ if $\mathbb{P}\left(\mathbf{n}_{p}=n \mid \overrightarrow{\mathbf{a}}=\vec{a}\right) \neq 0$. If $p \in \mathscr{P}(\vec{a})$, we let

$$
\mathbb{P}\left(\mathbf{n}_{p}=n \mid \overrightarrow{\mathbf{a}}=\vec{a}\right)=\frac{Z_{p}(\vec{a}, n)}{X_{p}(\vec{a})} \mathbb{P}\left(\mathbf{m}_{p}=n\right)
$$

Otherwise, if $p \in \mathscr{P} \backslash \mathscr{P}(\vec{a})$, we let $\mathbf{n}_{p}=0$. From our choice of $X_{p}(\vec{a})$, we see that this is a well defined random variable. This is a very similar construction to the choices of $\mathbf{e}_{i}^{\prime}$ in the proof of the Theorem 4.2.

First, we prove indeed that $|\mathscr{P}(\overrightarrow{\mathbf{a}})| \sim|\mathscr{P}|$ with high probability:
Lemma $6.3|\mathscr{P}(\overrightarrow{\mathbf{a}})| \geq\left(1-\frac{1}{\log x}\right)|\mathscr{P}|$ with probability $1-O\left(\frac{1}{\log x}\right)$.

Proof First, we observe that

$$
\begin{aligned}
\mathbb{E} X_{p}(\overrightarrow{\mathbf{a}}) & =\sum_{\vec{a}} \sum_{n} Z_{p}(\vec{a}, n) \mathbb{P}\left(\mathbf{m}_{p}=n\right) \mathbb{P}(\overrightarrow{\mathbf{a}}=\vec{a}) \\
& =\sum_{n} \mathbb{P}\left(\mathbf{m}_{p}=n\right) \mathbb{P}\left(n+h_{1} p, \ldots, n+h_{k} p \in S(\overrightarrow{\mathbf{a}})\right) \\
& =\left(1+O\left(\frac{1}{\log ^{6} x}\right)\right) \sigma^{k}
\end{aligned}
$$

using Lemma 6.1. Secondly, we see that

$$
\begin{aligned}
\mathbb{E} X_{p}(\overrightarrow{\mathbf{a}})^{2} & =\sum_{\vec{a}}\left(\sum_{n_{1}, n_{2}} Z_{p}\left(\vec{a}, n_{1}\right) Z_{p}\left(\vec{a}, n_{2}\right) \mathbb{P}\left(\mathbf{m}_{p}=n_{1}\right) \mathbb{P}\left(\mathbf{m}_{p}=n_{2}\right)\right) \mathbb{P}(\overrightarrow{\mathbf{a}}=\vec{a}) \\
& =\sum_{n_{1}, n_{2}} \mathbb{P}\left(\mathbf{m}_{p}=n_{1}\right) \mathbb{P}\left(\mathbf{m}_{p}=n_{2}\right) \mathbb{P}\left(n_{1}+h_{1} p, \ldots, n_{1}+h_{k} p, n_{2}+h_{1} p, \ldots, n_{2}+h_{k} p \in S(\overrightarrow{\mathbf{a}})\right) \\
& =\left(1+O\left(\frac{1}{\log ^{6} x}\right)\right) \mathbb{E} \sigma^{\#\left\{\mathbf{m}_{p}^{(l)}+h_{i} p: i \in[k], l=1,2\right\}}
\end{aligned}
$$

From (6.4) and from $k \leq \log x$, we know that $\#\left\{\mathbf{m}_{p}^{(l)}+h_{i} p: i \in[k], l=1,2\right\}$ is $2 k$ with probability $1-O\left(x^{-2 / 3+o(1)}\right)$. Hence

$$
\mathbb{E} X_{p}(\overrightarrow{\mathbf{a}})^{2}=\left(1+O\left(\frac{1}{\log ^{6} x}\right)\right) \sigma^{2 r}\left(1+O\left(x^{-1 / 2}\right)\right)=\left(1+O\left(\frac{1}{\log ^{6} x}\right)\right) \sigma^{2 r}
$$

Now we are ready to apply Lemma 3.1. We get that

$$
\mathbb{P}\left(\left|X_{p}(\overrightarrow{\mathbf{a}})-\sigma^{k}\right| \geq \frac{\sigma^{k}}{\log ^{2} x}\right)=O\left(\frac{1}{\log ^{2} x}\right)
$$

This means that for each prime $p \in \mathscr{P}$, we have that $\mathbb{P}(p \in \mathscr{P}(\overrightarrow{\mathbf{a}}))=1-O\left(\frac{1}{\log ^{2} x}\right)$.
Let

$$
Y_{p}(\overrightarrow{\mathbf{a}}):= \begin{cases}1 & \text { if } p \in \mathscr{P}(\overrightarrow{\mathbf{a}}) \\ 0 & \text { otherwise }\end{cases}
$$

Then clearly $\# \mathscr{P}(\overrightarrow{\mathbf{a}})=\sum_{p \in \mathscr{P}} Y_{p}(\overrightarrow{\mathbf{a}})$. Using Markov's inequality and linearity of expectation, we get

$$
\mathbb{P}\left(|\mathscr{P} \backslash \mathscr{P}(\overrightarrow{\mathbf{a}})| \geq \frac{|\mathscr{P}|}{\log x}\right) \leq \frac{\sum_{p \in \mathscr{P}} \mathbb{P}(p \notin \mathscr{P}(\overrightarrow{\mathbf{a}}))}{|\mathscr{P}| / \log x}=O\left(\frac{1}{\log x}\right)
$$

which is what we wanted to prove.
Let

$$
\begin{equation*}
C:=\frac{u x}{4 \sigma y} \tag{6.6}
\end{equation*}
$$

From (2.1), (6.2) and that $u \approx \log _{2} x$, we deduce that $C \approx \frac{1}{c}$, where $c$ is the small constant in the definition of $y$.
Recall that for fixed $\vec{a}$, we let

$$
\mathbf{e}_{p}(\vec{a})=\left\{\mathbf{n}_{p}+h_{i} p: i=1, \ldots, k\right\}
$$

Lemma 6.4 With probability $1-o(1)$, we have that

$$
\sum_{p \in \mathscr{P}} \mathbb{P}\left(q \in \mathbf{e}_{p}(\overrightarrow{\mathbf{a}})\right)=C+O_{\leq}\left(\frac{1}{\log _{2}^{2} x}\right)
$$

for all but at most $\frac{x}{\log x \log _{2} x}$ primes in $\mathscr{Q} \cap \mathscr{S}(\mathbf{a})$.

Proof We notice that

$$
\begin{aligned}
\sum_{p \in \mathscr{P}} \mathbb{P}\left(q \in \mathbf{e}_{p}(\vec{a}) \mid \overrightarrow{\mathbf{a}}=\vec{a}\right) & =\sum_{i=1}^{k} \sum_{p \in \mathscr{P}(\vec{a})} \mathbb{P}\left(\mathbf{n}_{p}=q-h_{i} p \mid \overrightarrow{\mathbf{a}}=\vec{a}\right) \\
& =\left(1+O\left(\frac{1}{\log ^{2} x}\right)\right) \sigma^{-k} \sum_{i=1}^{k} \sum_{p \in \mathscr{P}(\vec{a})} Z_{p}\left(\vec{a}, q-h_{i} p\right) \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right)
\end{aligned}
$$

since $\mathbb{P}\left(q \in \mathbf{e}_{p}(\vec{a})\right)=0$ if $p \notin \mathscr{P}(\vec{a})$. Hence it will suffice to show that

$$
\begin{equation*}
\sigma^{-k} \sum_{i=1}^{k} \sum_{p \in \mathscr{P}(\overrightarrow{\mathbf{a}})} Z_{p}\left(\overrightarrow{\mathbf{a}}, q-h_{i} p\right) \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right)=\left(1+O\left(\frac{1}{\log _{2}^{3} x}\right)\right) C \tag{6.7}
\end{equation*}
$$

with probability $1-o(1)$ for all but $\frac{x}{\log x \log _{2} x}$ primes $q \in \mathscr{Q}$.
We would like to be able to replace the inner sum in (6.7) to $p \in \mathscr{P}$. Clearly,

$$
\sum_{q \in \mathscr{Q}} \sum_{i=1}^{k} \sum_{p \in \mathscr{P} \backslash \mathscr{P}(\vec{a})} Z_{p}\left(\vec{a}, q-h_{i} p\right) \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right) \leq k \sum_{n \in \mathbb{Z}} \sum_{p \in \mathscr{P} \backslash \mathscr{P}(\vec{a})} Z_{p}(\vec{a}, n) \mathbb{P}\left(\mathbf{m}_{p}=n\right)
$$

We note that

$$
\begin{align*}
\mathbb{E}\left(\sum_{n} \sum_{p \in \mathscr{P}} Z_{p}(\overrightarrow{\mathbf{a}}, n) \mathbb{P}\left(\mathbf{m}_{p}=n\right)\right) & =\sum_{p \in \mathscr{P}} \sum_{n} \mathbb{P}\left(\mathbf{m}_{p}=n\right) \mathbb{P}\left(n+h_{j} p \in S(\overrightarrow{\mathbf{a}}), \text { for all } j \in[k]\right) \\
& =\left(1+O\left(\frac{1}{\log ^{6} x}\right)\right) \sigma^{k}|\mathscr{P}| \tag{6.8}
\end{align*}
$$

and that

$$
\begin{align*}
\mathbb{E}\left(\sum_{n} \sum_{p \in \mathscr{P}(\overrightarrow{\mathbf{a}})} Z_{p}(\overrightarrow{\mathbf{a}}, n) \mathbb{P}\left(\mathbf{m}_{p}=n\right)\right) & =\sum_{\vec{a}} \mathbb{P}(\overrightarrow{\mathbf{a}}=\vec{a}) \sum_{p \in \mathscr{P}(\vec{a})} X_{p}(\vec{a}) \\
& =\left(1+O\left(\frac{1}{\log x}\right)\right) \sigma^{k}|\mathscr{P}| \tag{6.9}
\end{align*}
$$

where we have used Lemma 6.3. Subtracting (6.9) from (6.8) we obtain

$$
\sum_{q \in \mathscr{Q}} \mathbb{E}\left(\sigma^{-k} \sum_{i=1}^{k} \sum_{p \in \mathscr{P} \backslash \mathscr{P}(\overrightarrow{\mathbf{a}})} Z_{p}\left(\vec{a}, q-h_{i} p\right) \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right)\right)=O\left(\frac{|\mathscr{P}|}{k \log x}\right)
$$

From Markov's inequality, it follows that

$$
\sum_{q \in \mathscr{Q}} \mathbb{P}\left(\sigma^{-k} \sum_{i=1}^{k} \sum_{p \in \mathscr{P} \backslash \mathscr{P}(\overrightarrow{\mathbf{a}})} Z_{p}\left(\vec{a}, q-h_{i} p\right) \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right) \geq \frac{1}{\log _{2}^{3} x}\right)=O\left(\frac{|\mathscr{P}| \log _{2}^{3}}{k \log x}\right)=O\left(\frac{x}{\log x \log _{2}^{3} x}\right)
$$

Hence there are at most $\frac{x}{\log x \log _{2}^{2} x}$ primes $q \in \mathscr{Q}$ for which

$$
\mathbb{P}\left(\sigma^{-k} \sum_{i=1}^{k} \sum_{p \in \mathscr{P} \backslash \mathscr{P}(\overrightarrow{\mathbf{a}})} Z_{p}\left(\vec{a}, q-h_{i} p\right) \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right) \geq \frac{1}{\log _{2}^{3} x}\right) \geq \frac{1}{\log _{2} x} .
$$

Therefore, it is enough to show that, with probability $1-o(1)$,

$$
\begin{equation*}
\sigma^{-k} \sum_{i=1}^{k} \sum_{p \in \mathscr{P}} Z_{p}\left(\overrightarrow{\mathbf{a}}, q-h_{i} p\right) \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right)=\left(1+O\left(\frac{1}{\log _{2}^{3} x}\right)\right) C \tag{6.10}
\end{equation*}
$$

for all but at most $\frac{x}{\log x \log _{2}^{2} x}$ primes $q \in \mathscr{Q} \cap \mathscr{S}(\overrightarrow{\mathbf{a}})$.
For $q \in \mathscr{Q}$, let $Y_{q}(\vec{a})=\sum_{i=1}^{k} \sum_{p \in \mathscr{P}} Z_{p}\left(\vec{a}, q-h_{i} p\right) \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right)$. Clearly $Y_{q}(\vec{a})=0$ if $q \notin \mathscr{Q} \cap \mathscr{S}(\vec{a})$.
From (6.5), we have that

$$
\begin{aligned}
\mathbb{E} Y_{q}(\overrightarrow{\mathbf{a}}) & =\sum_{i=1}^{k} \sum_{p \in \mathscr{P}} \mathbb{P}\left(q+\left(h_{j}-h_{i}\right) p \in \mathscr{S}(\mathbf{a}) \text { for all } j \in[k]\right) \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right) \\
& =\left(1+O\left(\frac{1}{\log _{2}^{20} x}\right)\right) \sigma^{k} u \frac{x}{4 y}
\end{aligned}
$$

and
$\mathbb{E} Y_{q}(\overrightarrow{\mathbf{a}})^{2}=\sum_{p_{1}, p_{2} \in \mathscr{P}} \sum_{i_{1}, i_{2}} \mathbb{P}\left(q+\left(h_{j}-h_{i_{l}} p_{l} \in \mathscr{S}(\overrightarrow{\mathbf{a}})\right.\right.$ for $\left.j \in[k], l=1,2\right) \mathbb{P}\left(\mathbf{m}_{p_{1}}=q-h_{i_{1}} p_{1}\right) \mathbb{P}\left(\mathbf{m}_{p_{2}}=q-h_{i_{2}} p_{2}\right)$
We note that $\#\left\{q+\left(h_{j}-h_{i_{l}} p_{l}\right): j \in[k], l=1,2\right\}=2 k-1$ unless $p_{1}=p_{2}$, since $h_{i}<x / 4$, for all $i$. We use again (6.4) to see that the terms with $p_{1}=p_{2}$ have negligible contribution. Hence we obtain

$$
\mathbb{E} Y_{q}(\mathbf{a})^{2}=\left(1+O\left(\frac{1}{\log _{2}^{20} x}\right)\right) \sigma^{2 k-1}\left(u \frac{x}{4 y}\right)^{2}
$$

We know from Lemma 6.1 that $\mathbb{P}\left(q \in S(\overrightarrow{\mathbf{a}})=\sigma\left(1+O\left(\frac{1}{\log ^{6} x}\right)\right)\right.$, hence

$$
\mathbb{E}\left(Y_{q}(\overrightarrow{\mathbf{a}}) \mid q \in S(\overrightarrow{\mathbf{a}})\right)=\left(1+O\left(\frac{1}{\log _{2}^{20} x}\right)\right) \sigma^{k-1} u \frac{x}{4 y}
$$

and

$$
\mathbb{E}\left(Y_{q}(\overrightarrow{\mathbf{a}})^{2} \mid q \in S(\overrightarrow{\mathbf{a}})\right)=\left(1+O\left(\frac{1}{\log _{2}^{20} x}\right)\right)\left(\sigma^{k-1} u \frac{x}{4 y}\right)^{2}
$$

Therefore, using Lemma 3.1, we get that

$$
\mathbb{P}\left(\left.\left|\sigma^{-k} Y_{q}(\overrightarrow{\mathbf{a}})-\frac{u}{\sigma} \frac{x}{4 y}\right| \geq \frac{1}{\log _{2}^{6} x} \frac{u}{\sigma} \frac{x}{4 y} \right\rvert\, q \in S(\overrightarrow{\mathbf{a}})\right) \leq \frac{1}{\log _{2}^{6} x}
$$

Hence

$$
\mathbb{E}\left(\sum_{q \in \mathscr{Q} \cap S(\overrightarrow{\mathbf{a}})} Y_{q}(\overrightarrow{\mathbf{a}})\right)=\mathbb{E}\left(\sum_{q \in \mathscr{Q}} Y_{q}(\overrightarrow{\mathbf{a}})\right)=\left(1+O\left(\frac{1}{\log _{2}^{20} x}\right)\right) \sigma^{k} u \frac{x}{4 y}|\mathscr{Q}|
$$

and

$$
\mathbb{E}\left(\sum_{q \in \mathscr{Q} \cap S(\overrightarrow{\mathbf{a}})} Y_{q}(\overrightarrow{\mathbf{a}})^{2}\right)=\left(1+O\left(\frac{1}{\log _{2}^{20} x}\right)\right) \sigma^{2 k-1}\left(u \frac{x}{4 y}\right)^{2}|\mathscr{Q}|
$$

We obtain that

$$
\mathbb{P}\left(\sum_{q \in \mathscr{Q} \cap S(\overrightarrow{\mathbf{a}})}\left|Y_{q}(\overrightarrow{\mathbf{a}})-\sigma^{k-1} u \frac{x}{4 y}\right| \geq \frac{1}{\log _{2}^{6} x}|\mathscr{Q}| \sigma^{k} u \frac{x}{4 y}\right) \leq \frac{1}{\log _{2}^{6} x}
$$

In conclusion, with probability $1-\frac{1}{\log _{2}^{6} x}$, the number of $q \in \mathscr{Q} \cap S(\overrightarrow{\mathbf{a}})$ such that $\sigma^{-k} Y_{q}(\overrightarrow{\mathbf{a}}) \geq \frac{1}{\log _{2}^{3} x} \frac{u}{\sigma} \frac{x}{4 y}$ is at most

$$
O\left(\frac{\sigma|\mathscr{Q}|}{\log _{2}^{3} x}\right)=O\left(\frac{x}{\log x \log _{2}^{2} x}\right)
$$

using (6.2) and (2.1).

### 6.3 Applying the covering lemma

Let's summarise what we have achieved so far. For each $\vec{a}$ in the range of $\overrightarrow{\mathbf{a}}$, we have constructed random integers $\mathbf{n}_{p}$ and random subsets $\mathbf{e}_{p}(\vec{a})=\left\{\mathbf{n}_{p}+h_{i} p: i \in[k]\right\} \cap \mathscr{Q}(\vec{a})$. From Lemma 6.4, we know that that with probability $1-o(1)$ in $\overrightarrow{\mathbf{a}}$,

$$
\begin{equation*}
\sum_{p \in \mathscr{P}} \mathbb{P}\left(q \in \mathbf{e}_{p}(\overrightarrow{\mathbf{a}})\right)=C+O_{\leq}\left(\frac{1}{\log _{2}^{2} x}\right) \tag{6.11}
\end{equation*}
$$

for all but at most $\frac{x}{\log x \log _{2} x}$ primes in $\mathscr{Q} \cap \mathscr{S}(\overrightarrow{\mathbf{a}})$.
From Lemma 6.2 , we know that with probability $1-o(1)$, we have that

$$
\begin{equation*}
|\mathscr{Q}(\overrightarrow{\mathbf{a}})|=|\mathscr{Q} \cap S(\overrightarrow{\mathbf{a}})|=\left(1+O\left(\frac{1}{\log _{2} x}\right)\right) 40 c \frac{x \log _{2} x}{\log x} \tag{6.12}
\end{equation*}
$$

From now on, fix $\vec{a}$ in the range of $\overrightarrow{\mathbf{a}}$ such that (6.11) and (6.12) both hold.
For all $q \in \mathscr{Q}, p \in \mathscr{P}$ :

$$
\begin{equation*}
\mathbb{P}\left(q \in \mathbf{e}_{p}(\vec{a}) \mid \overrightarrow{\mathbf{a}}=\vec{a}\right)=\sum_{i=1}^{k} \mathbb{P}\left(\mathbf{n}_{p}=q-h_{i} p\right) \ll \sigma^{-k} \sum_{i=1}^{k} \mathbb{P}\left(\mathbf{m}_{p}=q-h_{i} p\right) \leq x^{-3 / 5} \tag{6.13}
\end{equation*}
$$

for $x$ large enough, where we used (6.4). Also, for distinct integers $q_{1}, q_{2} \in \mathscr{Q}$, if $q_{1}, q_{2} \in \mathbf{e}_{p}(\vec{a})$, then $p \mid q_{1}-q_{2}$. But $q_{1}-q_{2} \leq x \log x$, so the difference is divisible by at most on prime $p_{0} \in \mathscr{P}$. Hence

$$
\begin{equation*}
\sum_{p \in \mathscr{P}} \mathbb{P}\left(q_{1}, q_{2} \in \mathbf{e}_{p}(\vec{a})\right)=\mathbb{P}\left(q_{1}, q_{2} \in e_{p_{0}}(\vec{a})\right) \leq x^{-3 / 5} \tag{6.14}
\end{equation*}
$$

Note that we satisfy all the conditions of Theorem 2.4 stated in the first section. Now we are ready to apply our hypergraph covering Lemma 4.3. Set $V=\mathscr{Q}(\vec{a}), I=\mathscr{P}, \mathbf{e}_{i}=\mathbf{e}_{p}(\vec{a}), r(x)=k=(\log x)^{1 / 5}$, $f(x)=\log _{2} x, \delta=x^{-1 / 20}$. Then we see that all the conditions in Lemma 4.3 are satisfied. We conclude there exist random variables $\mathbf{e}_{p}^{\prime}(\vec{a})$ whose support is contained in the support of $\mathbf{e}_{p}(\vec{a})$ together with $\emptyset$ such that

$$
\#\left\{q \in \mathscr{Q}(\vec{a}): q \notin \mathbf{e}_{p}^{\prime}(\vec{a}), \text { for all } p \in \mathscr{P}\right\} \sim \frac{1}{\log _{2} x}|\mathscr{Q}(\vec{a})| \leq \frac{x}{6 \log x}
$$

with probability $1-o(1)$. But $\mathbf{e}_{p}^{\prime}(\vec{a})=\left\{\mathbf{n}_{p}^{\prime}+h_{i} p: 1 \leq i \leq k\right\} \cap \mathscr{Q}(\vec{a})$ or $\emptyset$ for some random integers $\mathbf{n}_{p}^{\prime}$ with the same support as $\mathbf{n}_{p}$. Hence

$$
\left\{q \in \mathscr{Q}(\vec{a}): q \not \equiv \mathbf{n}_{p}^{\prime} \quad(\bmod p) \text { for all } p \in \mathscr{P}\right\} \subseteq\left\{q \in \mathscr{Q}(\vec{a}): q \notin \mathbf{e}_{p}^{\prime}(\vec{a}), \text { for all } p \in \mathscr{P}\right\}
$$

Now just take $n_{p}$ in the range of $\mathbf{n}_{p}^{\prime}$ such that

$$
\left\{q \in \mathscr{Q}(\vec{a}): q \not \equiv n_{p} \quad(\bmod p) \text { for all } p \in \mathscr{P}\right\} \leq \frac{x}{6 \log x}
$$

This completes the proof, since after using all primes less than $x / 2$ in our sieving process, we are left with at most $\frac{x}{5 \log x}$ which can be cleared using primes in $[x / 2, x]$.
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